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Abstract
We describe an automatic system for pose-estimation

from a single image in a city scene. Each building has
a model consisting of a number of parallel planes associ-
ated with it. The homographies for the best match of the
planes to the image is estimated automatically for each of
the possible buildings. We show how the estimation of ho-
mographies can be done effectively by reducing the search
space and using fast convolution. The model having the
best match is then used to determine the position and ori-
entation of the camera.

The results of a number of experiments of the system in
realistic circumstances is also presented.

1 Introduction
In this paper the problem of automatically determining

the position and orientation of a camera using a priori in-
formation about the surroundings is considered. In partic-
ular we study the application of estimating pose in a city
scene when models of the surrounding buildings are avail-
able.

The objective was to develop a system that could han-
dle different lighting as well as shadows, specularities and
occlusions. To be able to handle different lighting condi-
tions either you have to compensate for the lighting or you
have to use features which are indifferent of the lighting
(or possibly do both). The work so-far has been focused on
features which are not so sensitive of the lighting (edges).

The first part of the problem is to recognize the building
from a set of models. Object recognition is a hard prob-
lem and has been the subject of intense research for many
years. However, a few assumptions about buildings will
simplify the task for this application. We assume that the
buildings are mainly planar and that these planes have both
horizontal and vertical edges. This is often the case for
buildings as they have windows and doors. To each build-
ing that we want to recognize in the images we assume to
have been given a model. The model consists of a number
of planes in 3D, indicating where are dominant edges. For
each of the building candidates, the corresponding model
is matched to the image and a measure of fit is estimated.

The building having the best fit is chosen, providing it ex-
ceeds a threshold.

The second part of the problem consists of estimating
the position and orientation of the camera. This is possible
having metric information about the model and the match
in the image.

Recognizing planar objects has been studied e.g. in
[6, 7]. The approach taken in this paper has similarities
with the approach in [2]. However, searching for the best
match in [2], a local search in six parameters is performed
whereas we reduce the search to two searches in two pa-
rameters. These are effectively implemented by fast con-
volution. In addition to this is matching with 3D models
examined and it it shown that also in this case the search
space is reduced to two dimensions. We further deal with
uncalibrated as well as calibrated cameras. This automated
system approach for pose estimation is validated by exper-
iments on images from real city scenes.

2 Preliminaries
Camera Model. We model the camera as a pinhole

camera. A point in 3D space with homogeneous coordi-
nates X, is projected onto an image point with homoge-
neous coordinates x, according to:

λx � PX � (1)

Here P is a 3 � 4 matrix and λ is a scale. The camera matrix
P can be decomposed as,

P � KR
�
I3 ��� t �	� (2)

where I3 is the identity matrix, R is a 3 � 3 orthogonal ma-
trix representing the orientation of the camera, t is a 3 vec-
tor representing the position of the camera, and K is the
calibration matrix:

K � 
�
τ f s x0

0 f y0

0 0 1

�
�

K contains the intrinsic camera parameters: the focal
length f , the aspect ratio τ the principal point

�
x0 � y0 � and
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the skew s. If these parameters are known the camera is
said to be calibrated.
Homographies A plane π in the scene is mapped to an
image by a homography. The homography can be repre-
sented by a 3 � 3 matrix Hπ determined up to scale, and for
corresponding points, in the plane x and in the image x

�

,
the mapping can be written λx

� � Hπx, for some scale λ.
Without loss of generality a set of parallel planes may be
assumed to have equations, z � ki. Then the homography
from this plane to an image of the plane may by letting in
X � �

x � y � ki � 1 � T in (1) be expressed as,

Hi
� KR


�
1 0 � t1
0 1 � t2
0 0 ki � t3

�
� (3)

Here the camera used for the projection is P � KR
�
I3 � �

t � with t � �
t1 � t2 � t3 � T .

Calibration. The purpose of the calibration is to deter-
mine the intrinsic parameters. To do this either you have
to use metric or affine information about the scene, or you
use prior information about the intrinsic parameters in a
sequence of images, e.g that some parameters are constant
during the sequence. The latter method is called auto-
calibration. In our application we work with a single plane
in a single image. The camera has 11 parameters, 6 exter-
nal and 5 internal. Since the metric of the plane is known,
the homography (eight degrees of freedom) gives two con-
straints on the calibration cf. [9, 11]. When the equation
of the plane has the form above these constraints can be
expressed as:

hT
1 ωh1 � hT

2 ωh2
� 0 � hT

1 ωh2
� 0 (4)

Here h1 is the first column of the homography, h2 is the
second column and ω � K

� T K
� 1 is the image of the abso-

lute conic.

3 System Approach - 2D model
In the first approach, to each building we associate a

template corresponding to a dominant plane of the build-
ing. The template should indicate where there are dom-
inant edges on this plane and should have known metric.
The template should further consist of mainly horizontal
and vertical edges. We assume to have been given such
templates, e.g. as images, to each of the building we want
to recognize in the image. Figure 1(left) shows an image of
a building and Figure 1(right) the corresponding template.

The task is now to recognize one of the buildings in the
image and then to determine where the camera is located
and oriented.
Recognition

For each of the possible templates, the homography that
best maps the template to the given image is estimated and

Figure 1. Original image (left) and the corre-
sponding template (right).

a measure of how good the match is is calculated. The
template having the best match is chosen, providing the
measure exceeds a threshold.

It is impractical to search in eight parameters to find
the best homography. We will now show that, with certain
assumptions, the search can be reduced to two searches in
two parameters. These can be performed effectively with
fast convolution.

The assumption that there are dominant edges in both
the vertical and horizontal directions makes it suitable to
decompose the homography into two parts. The first part
transforms the image so that lines in the image, corre-
sponding to horizontal/vertical lines in the dominant plane,
are horizontal/vertical in the transformed image (rectifica-
tion). This transformation has four degrees of freedom.
The second part determines the scale and translation pa-
rameters in the x � and y � directions. Also this transforma-
tion has four degrees of freedom. But since the template
mainly consists of horizontal and vertical edges the x pa-
rameters can be separated from the y parameters. Conse-
quently may the homography be decomposed as,

H � SxSyT �
where

Sx
� 
�

cx 0 dx

0 1 0
0 0 1

�
� Sy

� 
�
1 0 0
0 cy dy

0 0 1

�

and T is the rectifying homography. We determine H by
estimating these components.

Rectification

The rectifying homography have four degrees of freedom,
thus it is enough to know how two points should be mapped



Figure 2. Rectification of the image in Fig-
ure 1(left).

in order to determine it. We know that the vanishing
points for horizontal and vertical edges should be mapped
to

�
1 � 0 � 0 � T and

�
0 � 1 � 0 � T respectively. If these can be

determined the rectifying homography may be computed.
A number of approaches for determining vanishing points
have been proposed, cf. [5, 8, 12] where earlier references
also are given. In [12] it is suggested to use a cascaded
Hough transformation on the derivative of the image. Each
point in the derivative of the image votes on a number of
lines. After thresholding the lines, each line votes on a
number of points, corresponding to possible intersection
points. In [5] the vanishing points are estimated using a
Maximum Likelihood estimator.

When the two vanishing points are determined the im-
age can be rectified by applying a homography, T , that
maps the vanishing points to infinity in the horizontal and
vertical directions. If the camera calibration is known other
constraints must also be fulfilled as well. First if v1 and v2

are projections in the image of orthogonal directions in the
scene, then vT

1 K
� T K

� 1v2
� 0. In this case there are con-

sequently only three degrees of freedom for the two van-
ishing points. Secondly, since the rectified image has cam-
era matrix Pr

� �
I � t � , for the homography T it holds that

T R
�
I � t � � �

I � t � . Then T must be a orthogonal matrix.
To determine T when the vanishing points are determined
the concept of quaternions may be used, cf [3].

Figure 2 shows the rectification of the uncalibrated im-
age in Figure 1.

Translation and scale

There are in the uncalibrated case four parameters left to
be determined, scale and translation in x and y. Using the
fact that there are mainly vertical and horizontal edges in
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Figure 3. Plot of the column sum of the derivative
(left) and the template (right).

the template we determine the scale and translation in x
independently of the scale and translation in y.

By a summation the columns of a thresholded deriva-
tive image, we get a plot as shown in Figure 3. If the low
frequency component is subtracted, the algorithm becomes
more robust to unwanted derivatives, e.g. the trees in Fig-
ure 1. We want to match this to a similar plot derived from
the template by finding the correct scale and translation.
The corresponding template plot is shown in Figure 3.

One way to do this is to create a matrix where each row
is a different scaling of the plot in Figure 3. The template
plot is then correlated with the matrix to find the scale and
translation in x. The correlation can be done effectively
using FFT. The same procedure is carried out on the rows.

When a number of local maxima for the x and y param-
eters has been determined, the next step is to find the best
pair of x and y parameters. This is done by, for all possible
parameter-combinations, estimating the number of pixels
which is decided to be edge-pixels in the template as well
as in the derivative image. The parameter-combination that
has the greatest numbers of such pixels is chosen. The quo-
tient between these two numbers of edge pixels can serve
as a measure of quality for the match and may be used to
decide if the current building is present in the image. The
template could also have a number of pixels where there
should be no edges in the images, corresponding to smooth
areas on the building. The number of such pixels mapped
to edge pixels in the image may also be used in the search



Figure 4. Results of the matching algorithm for
a few images. Black pixels correspond to edges
and white pixels to smooth areas.

of the best match.

In the calibrated case there are only three degrees of
freedom left when the image has been rectified, one scale
and translation in x � and y � direction. The same procedure
as above may be applied, however when choosing parame-
ter combinations the scale in x and y must be equal.

3.1 Experiment 1

The matching algorithm has been tested on a number of
different images with pleasing results. Figure 4 shows the
results of experiments on uncalibrated images. In some
cases templates indicating both edges and smooth areas
have been used (white pixles in the template). For the case
in the lower left of Figure 4, the algorithm failed to find the
left most part of the building. The template used here was
probably too simple to give a clear maximum.

3.2 Pose estimation

The estimated homography is now used to determine the
position and orientation of the camera.

A homography, H, from a plane with known metric to
an image give rise to the two constraints in (4) on the cali-
bration matrix. From a calibrated camera it is well known
that pose estimation is possible from a single homography.
Hence, having a camera-model with two unkown internal
parameters (e.g focal-length and aspect-ratio) we can de-
termine the position of the camera from a single homog-
raphy. First the two intrinsic camera parameters are esti-
mated using (4). If the plane is assumed to have equation
z � 0, then the position, t, and orientation, R, of the camera

may be recovered by a QR decomposition of

K
� 1H � R


�
1 0 � t1
0 1 � t2
0 0 � t3

�
�

This decomposition is not unique. There are in general
two solutions corresponding to optical centers on two sides
on the plane. This is not a problem in practice since it is
usually known which side of the plane is visible.

In the presence of noise the QR-decomposition will not
have the form above. In e.g. [10] techniques to find the
best R and t in some sense are discussed.

3.3 Experiment 2
In a second experiment, 11 images of a scene from dif-

ferent views and at different times of the day were used.
A template of a building was automatically matched to the
images without any information about the calibration. The
position and orientation of the camera was then calculated
according to the above, for this part the calibration of the
camera was used. The images are shown in Figure 5 with
the best template match. The resulting reconstruction is
shown from above in Figure 6. The asterisks are the es-
timated camera positions and the arrow shows the orien-
tation. The line at the bottom is the building. In order
to validate the results, a reconstruction based on manually
determined point correspondences (not only in one plane)
and a standard structure and motion algorithm, is shown as
circles. As the two reconstructions are very similar, this
indicates that the pose recovery is accurate.

4 System Approach - 3D Model
In this section we present some results concerning the

use of a 3D model. When a 3D model is used instead of
a single plane the discrimination of buildings will improve
and the accuracy in the pose estimation will increase.

We assume that the model is given as a number of tem-
plates as described above for a number of parallel planes.
The relative translation between the planes are further as-
sumed to be known.

We follow the approach for the case of a single pla-
nar template. First the image is rectified. Since verti-
cal/horizontal edges in parallel planes have the same van-
ishing point the rectification procedure is identical to the
single plane case.

The next step is to find the best correlation. However,
when the scale and translation in e.g. horizontal direction
is chosen for one plane, we must find out how the tem-
plates in other planes should be scaled and translated be-
fore the correlation is done. It is clear that when the scale
and translation in x and y have been chosen, then the pose
can be estimated and the homography for every plane can
be computed. We will now show that knowing the scale



Figure 5. Images from different viewpoints taken
at different times of the day with the template
matched to a building

and translation in x but not in y makes it possible to com-
pute the scale and translation in x for every other parallel
plane. In order for this to work there can only be one de-
gree of freedom in the calibration matrix.

We assume that the image has been rectified and the
unknown parameter in the internal calibration has been ob-
tained from vT

1 K
� T K

� 1v2
� 0 using the vanishing points.

We further assume that the given image is taken with an
perspective camera modeled by P � KR

�
It � . Using the rec-

tifying homography, T , and the calibration matrix for the
given image, K, the camera matrix for the rectified image
Pr may be written as

Pr
� T KR

�
I t � � KrRT R

�
I t � � Kr

�
I t � �

Knowing K and T the calibration matrix for the rec-
tified image,Kr may be calculated by a RQ decomposi-
tion,(modified QR decomposition).

Now suppose a scale and translation in x is computed
for one plane of the 3D template. This corresponds to a
transformation of the plane by a homography on the form

H1
� 
�

cx 0 dx

0 � �

0 0 1

�

where � indicates an unknown y parameter. We want
to find the scale and translation for another plane in the
model.

H2
� 
�

c
�

x 0 d
�

x
0 � �

0 0 1

�

Figure 6. The pose estimation from the matches
in Figure 5 (asterisk) compared to a reconstruc-
tion based on manually estimated point corre-
spondences (circles)

From (3) we know that the homography for plane z � ki to
the rectified image is given by

Hi
� Kr


�
1 0 � t1
0 1 � t2
0 0 ki � t3

�
� (5)

where t � �
t1 � t2 � t3 � T is the focal point for the camera.

Since cx � dx, ki and Kr are known it is possible to calcu-
late t1 and t3. Knowing these, the scale and translations in
x for a different plane can be calculated from (3).

In this case the search for the best parameter in x can
not be done with a single fast convolution as for the single
plane case. Instead a number of parameter candidates are
determined from one of the planes. We then determine how
well a second plane is matched to the image using these
parameters. The parameters that give the best total match
is chosen.

When a number of x- and y-parameter candidates are
determined the same procedure as for the single plane case
is performed to find the best combination of x- and y-
parameters. Finally the pose of the camera may be com-
puted.
4.1 Experiment 3

A model consisting of two planes were matched to three
images according to the above. The result is shown in Fig-
ure 7. Here there are great differences in lighting and minor
occlusions.

5 Conclusions
We have presented an automatic system for pose-

estimation from a single image in a city scene using a 2D
or a 3D model. It is difficult to get an objective validation



Figure 7. A two-plane model matched to three im-
ages.

Figure 8. An image processed by a window detec-
tion system

of the system, but in a number of experiments the system
performs well. It is able to handle different lighting as well
as minor occlusions reasonable. For future work, it would
be interesting to incoporate algorithms for detecting win-
dows and doors in images. This would surely make the
system more robust. Algorithms for detecting windows
based on support vector machines has been developed in
[4]. Figure 8 shows the detected windows marked with
white squares in an image. It would also be interesting to
compensate the image for the lighting and to use color in-
formation. In a urban scene you have usually access to a
map, cf [1]. To incorporate such information in a system
would be very challenging.
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