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Abstract

This paper presents an agenda-based user
simulator which has been extended to be
trainable on real data with the aim of more
closely modelling the complex rational be-
haviour exhibited by real users. The train-
able part is formed by a set ofindom de-
cision points that may be encountered dur-
ing the process of receiving a system act
and responding with a user act. A sample-
based method is presented for using real
user data to estimate the parameters that
control these decisions. Evaluation results
are given both in terms of statistics of gen-
erated user behaviour and the quality of
policies trained with different simulators.
Compared to a handcrafted simulator, the
trained system provides a much better fit
to corpus data and evaluations suggest that
this better fit should result in improved di-
alogue performance.

Introduction

This is one of the reasons why learning user
simulation models from data on real user be-
haviour has become an important direction of re-
search (Scheffler and Young, 2001; Cuayahuitl et
al., 2005; Georgila et al., 2006). However, the data
driven user models developed so far lack the com-
plexity required for training high quality policies
in task domains where user behaviour is relatively
complex. Handcrafted models are still the most
effective in those cases.

This paper presents an agenda-based user simu-
lator which is handcrafted for a large part, but ad-
ditionally can be trained with data from real users
(Section 2). As aresult, it generates behaviour that
better reflects the statistics of real user behaviour,
whilst preserving the complexity and rationality
required to effectively train dialogue management
policies. The trainable part is formed by a set of
random decision points, which, depending on the
context, may or may not be encountered during
the process of receiving a system act and decid-
ing on a response act. If such a point is encoun-
tered, the simulator makes a random decision be-
ween a number of options which may directly or

In spoken dialogue systems research, modelling " ) :
dialogue as a (Partially Observable) Markov Deci-,. directly influence the reSL_JIt_lng ou_tput. The op-

sion Process ((PO)MDP) and using reinforcemen{'ons.for each rand_om d_eC|s_|o_n point are reason-
learning techniques for optimising dialogue poIi—abIe in the context in which it is encountered, but

cies has proven to be an effective method for de& uniform distribution of outcomes might not re-
veloping robust systems (Singh et al., 2000; LevinﬂeCt rea_l user b_ehawour.
We will describe a sample-based method for es-

et al., 2000). However, since this kind of optimi-

sation requires a simulated user to generate a suffimating the parameters that define the probabili-
ciently large number of interactions to learn from, i€S for each possible decision, using data on real
this effectiveness depends largely on the quality'Sers from a corpus of human-machine dialogues
of such a user simulator. An important require-(SeCt!On 3). Evaluatl_on_ results will be presented
ment for a simulator is for it to be realistic, i.e., it POth In terms of statistics on generated user be-

should generate behaviour that is similar to that of*@viour and the quality of dialogue policies trained
real users. Trained policies are then more likely tgVith different user simulations (Section 4).
perform better on real users, and evaluation results . .

on simulated data are more likely to predict results?2  Agenda-based user simulation

on real data more accurately. . .
Y In agenda-based user simulation, user acts are gen-

*This research was partly funded by the UK EPSRC un-grated on the basis of user goa] and anagenda
der grant agreement EP/F013930/1 and by the EU FP7 Pr

gramme under grant agreement 216594 (CLASSIC projechChatzmann et al, 2007a). The SimUIator_ pre-
www. ¢l assi c- proj ect. org). sented here is developed and used for a tourist in-



formation application, but is sufficiently generic to options allowed in that context. For example, if
accommodate slot-filling applications in any do-the system has offered a venue that matches the
main! The user goal consists of the type of venueuser’s goal, the user can randomly decide to either
for examplehot el ,bar orrest aurant ,alist change his goal or to accept the venue and ask for
of constraints in the form of slot value pairs, suchadditional information such as the phone number.
asfood=Italian orarea=east, and a list The non-deterministic part of the simulator is
of slots the user wants to know the value of, suclformalised in terms of a set afandom decision
as the addressaddr ), phone numberphone),  points (RDPs) embedded in the decision process.
or price information gr i ce) of the venue. The |f an RDP is encountered (depending on the con-
user goals for the simulator are randomly genertext), a random choice between the options de-
ated from the domain ontology describing whichfined for that point is made by sampling from a
combinations of venue types and constraints argrobability distribution. Most of the RDPs are
allowed and what are the possible values for eacBontrolled by a multinomial distribution, such as
slot. The agenda is a stack-like structure containdeciding whether or not to change the goal after
ing planned user acts. When the simulator receiveg system offer. Some RDPs are controlled by a
a system act, the status of the user goal is updatagtometric distribution, like in the case where the
as well as the agenda, typically by pushing newyser is planning to specify one of his constraints
acts onto it. In a separate step, the response us@gith an inform act popped from the agenda) and
act is selected by popping one or more items ofthen repeatedly adds an additional constraint to the
the agenda. act (by combining it with an additional inform act
Although the agenda-based user simulator inpopped from the agenda) until it randomly decides
troduced by Schatzmann et al. (2007a) was emot to add any more constraints (or runs out of
tirely handcrafted, it was realistic enough to suc-constraints to specify). The parameter for this dis-
cessfully test a prototype POMDP dialogue man-ribution thus controls how cautious the user is in
ager and train a dialogue policy that outperformedproviding information to the system.
a handcrafted baseline (Young et al., 2009). A Hence, the user simulator can be viewed as
method to train an agenda-based user simulg; ‘gecision network’, consisting of deterministic
tor from data was proposed by Schatzmann ejnd random decision points. This is illustrated in
al. (2007b). In this approach, operations Onfigure 1 for the simplified case of a network with
the agenda are controlled by probabilities learnegnly four RDPs; the actual simulator has 23 RDPs,
from data using a variation of the EM algorithm. \ith 27 associated parameters in total. Each time
However, this approach does not readily scale tghe simulator receives a system act, it follows a
more complex interactions in which users can, fofath through the network, which is partly deter-
example, change their goal midway through a diamined by that system act and the user goal and
logue. agenda, and partly by random decisions made ac-
cording to the probability distributions for each

random decision point given by its parameters
Each time the user simulator receives a system acj;.

a complex, two-fold process takes place involving
several decisions, made on the basis of both thg Training the simulator from data
nature of the incoming system act and the infor-

mation state of the user, i.e., the status of the US€fhe parameterisation of the user simulator as de-
goal and agenda. The first phase can be seen ggiped in Section 2.1 forms the basis for a method
an information state update and involves action§oy training the simulator with real user data. The

like filling requested slots or checking whether theparameters describing the probability distributions

provided information is consistent with the userfo, each RDP are estimated in order to generate
goal constraints. In the second phase, the user dgger pehaviour that fits the user behaviour in the
cides which response act to generate, based on thgrpus as closely as possible. In order to do so,
updated agenda. Many of the decisions involved, sample based maximum likelihood approach is
are deterministic, allowing only one possible op-taken, in which the simulator is run repeatedly

tion given the context. Other decisions allow foragainst the system acts in the corpus, and the ran-

some degree of variation in the user behaviour andom decisions that lead to simulated acts matching
are governed by probability distributions over theihe true act in the corpus are recorded. The param-

We have to date also implemented systems in appoint-eterS are then eSti_m_ated LfSing the counts for each
ment scheduling and bus timetable inquiries. of the random decision points.

2.1 Random decision parameters
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Figure 1. User simulator viewed as a ‘decision network’: aggunodes indicate deterministic decision
points; round nodes indicate random decision points, and &ssociated parameteksthe loop on one
of the nodes indicates it has a geometric distribution astext with it.
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3.1 Parameter estimation nomial distribution, the corresponding parameter
stimated);; are obtained as follows from the de-

Before starting the process of matching simulateq;qion frequencies(DP; = d;;):

acts with true acts and collecting counts for the
RDPs, the parameters are initialised to values cor- o(DP; = d;;)
responding to uniform distributions. Then, the 05 = DP. —Jd--
simulator is run against all dialogues in the cor- 2. ¢(DP; = dij)
pus in such a way that for each trn in a dialogue Random decision points that are controlled
(consisting of a system act and a user act), the user

simulator is provided with the system act and is y geometnc dlstnb_u_tlons involve potentle_llly
multiple random decisions between two options

response acts for that turn. For the first turn ofadi(—iéermu”I trials). The parameters for such RDPs

alogue, the simulator is initialised with the correct®'® estimated as follows:

user state (see Section 3.2). For each response, the n —1

simulator may make different random decisions, 0; = (l szk> 2)
generally leading to different user acts. The deci- ni3

sions that lead to a simulated act that matches the

true act are recorded as successful. By generatinghere b;;. is the number of Bernoulli trials re-
a sufficiently large number of simulated acts, allquired at the k'th time decision pointwas en-
possible combinations of decisions are explored t@ountered. In terms of the decision network, this
find a matching act. Given the high complexity of estimate is correlated with the average number of
the simulator, this sampling approach is preferredimes the loop of the node was taken.

over directly enumerating all decision combina-

tions to identify the successful ones. If none of3.2 User goal inference

the combinations are successful, then either a) thg, order to be able to set the correct user goal

processing of the dialogue is ended, or b) the corstate in any given turn, a set of update rules is
rect context is set for the next turn and processingsed to infer the user’s goals from a dialogue be-
is continued. Whereas the former approach aims dbrehand, on the basis of the entire sequence of
matching sequences of turns, the latter only aimsgystem acts and ‘true’ user acts (see Section 4.1)
at matching each user turn separately. In eithein the corpus. These update rules are based on
case, after all data is processed, the parameters afge notion ofdialogue act preconditions, which
estimated using the resulting counts of successfpecify conditions of the dialogue context that
decisions for each of the RDPs. must hold for a dialogue agent to perform that
For each RDR, let DP; represent the decision act. For example, a precondition for the act
taken, andi;; the j'th possible decision. Then, for i nf or n{ ar ea=central ) is that the speaker
each decision pointthat is controlled by a multi- wants a venue in the centre. The user act model

(1)



of the HIS dialogue manager is designed accordresulting corpus were transcribed and semanti-
ing to this same notion (Keizer et al., 2008). In thiscally annotated in terms of dialogue acts. Dia-
model, the probability of a user act in a certain dia-logue acts consist of a series of semantic items,
logue context (the last system act and a hypothesisicluding the type (describing the intention of
regarding the user goal) is determined by checkinghe speaker, e.gi,nf ormor r equest) and a
the consistency of its preconditions with that con-list of slot value pairs (e.gf, ood=Chi nese or
text. This contributes to updating the system’s bear ea=sout h). An extensive analysis of the an-
lief state on the basis of which it determines its re-notations from three different people revealed a
sponse action. For the user goal inference modehigh level of inter-annotator agreement (ranging
the user act is given and therefore its precondifrom 0.81 to 0.94, depending on which pair of an-
tions can be used to directly infer the user goalnotations are compared), and a voting scheme for
So, for example, in the case of observing the useselecting a single annotation for each turn ensured
acti nform(area=central), the constraint the reliability of the ‘true’ user acts used for train-
(area=central ) is added to the user goal. ing the simulator.

In addition to using the inferred user goals, the
agenda is corrected in cases where there is a mis- o
match between real and simulated user acts in th&2 Corpus statistics results
previous turn. ) ) ) ) ]

In using this offline goal inference model, OurA first approach tp e_valuatlng user S|mul<'_:1t|ons is
approach takes a position between (Schatzmann Q look at the statlstl_cs of the user behawogr that
al., 2007b), in which the user's goal is treated adS 9enerated by a simulator and compare it with
hidden, and (Georgila et al., 2006), in which thethat of real users as observed in a dlal_ogue cor-
user's goal is obtained directly from the corpus anPUs: Several metrics for such evaluations have

notation. been considered in the literature, all of which have
both strong points and weaknesses. For the present
4 Evaluation evaluation, a selection of metrics believed to give

o ) __areasonable first indication of the quality of the
The parameter estimation technique for training,;ser simulations was considefed

the user simulator was evaluated in two differ-
ent ways. The first evaluation involved compar-
ing the statistics of simulated and real user be4.2.1 Metrics

haviour. The second evaluation involved compar- ] ) o
ing dialogue manager policies trained with differ- The first corpus-based evaluation metric isltheg

ent simulators. Likelihood (LL) of the data, given the user simu-
lation model. This is what is in fact maximised by
4.1 Data the parameter estimation algorithm. The log like-

The task of the dialogue systems we are developihood can be computed by summing the log prob-
ing is to provide tourist information to users, in- ailities of each user tura, in the corpus dat®:
volving venues such as bars, restaurants and hotels

that the user can search for and ask about. These

venues are described in terms of features such as'/(PI{0i;}, {0i}) = Zlogp(du|{9ij}> {0:})

price range, area, type of food, phone number, w 3)
address, and so on. The kind of dialogues with

these systems are commonly called slot-filling di- The user turn probability is given by the prob-
alogues. ability of the decision paths (directed paths in the

Within the range of slot-filling applications the decision network of maximal length, such as the
domain is relatively complex due to its hierarchi- ©n€ indicated in Figure 1 in bold) leading to a sim-
cal data structure and relatively large number ofllated user act in that turn that matches the true
slots and their possible values. Scalability is in-user act. The probability of a decision path is ob-
deed one of the primary challenges to be addressdgined by multiplying the probabilities of the de-
in statistical approaches to dialogue system devefisions made at each decision pairthat was en-
opment, including user simulation. countered, which are given by the parametgfs

The dialogue corpus that was used for training
and evaluating the simulator was obtained from—; , o ,

Note that not all selected metrics are metrics in the strict

the ev‘r_’lluat'on of a POMDP spoken d'aIOQU_e SYSsense of the word; the term should therefore be interpreted a
tem with real users. All user utterances in thea more general one.



andé;: The problem with precision and recall is that
they are known to heavily penalise unseen data.
log P(du|{0i;},{0i}) = Any attempt to generalise and therefore increase
the variability of user behaviour results in lower
D log (D 6i-6ii(w) + (4)  scores.
J

ielm (u) Another way of evaluating the user simulator

k=1 g is to look at the global user act distributions it
Z log (Z(l 6:) i pik(u)) generates and compare them to the distributions
found in the real user data. A common metric
whereI™(u) = {i € I™| Y. 6;(u) > 0} and for comparing such distributions is tiullback-
7 1

e Leibler (KL) distance. In (Cuayahuitl et al.,
19 = TEI i are the subsets \ )
of (&L])e m{LJZItiEnorrLiaI ’“[/fnf (:rzd>g0e}ometric 1) de- 2005) this metric was used to evaluate an HMM-

cision points respectively containing those points?@Sed user simulation approach.  The KL dis-

that were encountered in any combination of decitance is computed by taking the average of the

sions resulting in the given user act: two KL dlvergence%DKL(sz'mulated\]true) and
Dy (true||simulated), where:

€19 (u) k

1 ifdecisionDP; = d;; was
_ taken in any of the
0iju) = matching combinationd®
0 otherwise

Dk r(pllq) = Zpi ' 5092(%) (10)

KL distances are computed for both full user act

1 if any of the matching distributions (taking into account both the dia-
combinations required logue act type and slot value pairs) and user act
pir(u) = k> 0 trials (6) type distributions (only regarding the dialogue act
0 otherwise type), denoted by KLF and KLT respectively.

It should be noted that the log likelihood only 4-2.2 Results
represents those turns in the corpus for which th&or the experiments, the corpus data was ran-
simulated user can produce a matching simulatedomly split into a training set, consisting of 4479
act with some probability. Hence, it is impor- user turns in 541 dialogues, used for estimat-
tant to also take into account tl®rpus cover- ing the user simulator parameters, and a test set,
age when considering the log likelihood in cor- consisting of 1457 user turns in 175 dialogues,
pus based evaluation. Dividing by the number ofused for evaluation only. In the evaluation, the
matched turns provides a useful normalisation irfollowing parameter settings were compared: 1)
this respect. non-informative, uniform parameters (UNIF); 2)

The expectedPrecision (PRE) Recall (RCL), handcrafted parameters (HDC); 3) parameters es-

and F-Score (FS)are obtained by comparing the timated from data (TRA); and 4) deterministic pa-

simulated user acts with the true user acts in théameters (DET), in which for each RDP the prob-

same context (Georgila et al., 2006). These scor ability of the most probable decision according to

) N X ) et%e estimated parameters is set to 1, i.e., at all
are obtained by pairwise comparison of the simu-

lated and true user act for each turn in the corput'mes’ the most likely decision according to the es-

at the level of the semantic items: %mated parameters is chosen.
' For both trained and deterministic parameters,

#(matched items) a distinction is made between the two approaches
PRE = #(items in simulated act) M 1o matching user acts during parameter estimation.
Recall that in the turn-based approach, in each
ROL — #(matched items) 8 um, the simulator is run with the corrected con-
#(items in true act) text to find a matching simulated act, whereas in
5. PRE - RCL the sequence_—based gpproach, th_e matching pro-
Fs = 2 -~~~ "~ (9) cess for a dialogue is stopped in case a turn
PRE + RCL is encountered which cannot be matched by the

them with the corresponding true acts, this resultS™ 3ggfore computing the distances, add-one smoothing was

in an accurate measure on average. applied in order to avoid zero-probabilities.




PAR [ nLL-T nLL-S PRE RCL FS | KLF  KLT

UNIF | —3.78 —3.37 | 16.95 (£0.75)  9.47 (£0.59)  12.15 | 3.057 2.318
HDC | —4.07 —222 | 44.31 (£0.99) 34.74 (£0.95) 38.94 | 1.784  0.623
TRA-T | —2.97 - 37.60 (£0.97)  28.14 (£0.90)  32.19 | 1.362  0.336
DET-T | —oo - 47.70 (£1.00)  40.90 (£0.98)  44.04 | 2.335  0.838
TRA-S - —2.13 | 43.19 (£0.99) 35.68 (£0.96) 39.07 | 1.355 0.155
DET-S - —oco | 49.39 (£1.00) 43.04 (£0.99) 46.00 | 2.310  0.825

Table 1: Results of the sample-based user simulator ei@uan the Mar’09 training
corpus (the corpus coverage Wes for the turn-based antB% for the sequence-based
matching approach).

PAR [ nLL-T nLL-S PRE RCL FS | KLF  KLT

UNIF | —3.61 —3.28 | 16.59 (£1.29)  9.32 (£1.01)  11.93 | 2.951  2.180
HDC | —3.90 —219 | 4535 (+1.72) 36.04 (£1.66) 40.16 | 1.780  0.561
TRA-T | —2.84 - 38.22 (£1.68)  28.74 (£1.57) 32.81 | 1.405 0.310
DET-T | —oo - 49.15 (£1.73) 4217 (£1.71) 4539 | 2.478  0.867
TRA-S - —2.12 | 43.90 (£1.72) 36.52 (£1.67) 39.87 | 1.424 0.153
DET-S - —0o | 50.73 (+1.73) 44.41 (+1.72) 47.36 | 2407 0.841

Table 2: Results of the sample-based user simulator ei@ua the Mar’09 test corpus
(corpus coveragg9% for the turn-based, amtb% for sequence-based matching).

the turn-based approach and analogously TRA-$ trained using that simulator. Therefore, differ-
and DET-S for the sequence-based approach. Thant parameter sets for the simulator were used to
corresponding normalised (see Section 4.2.1) logtrain and evaluate different policies for the Hidden
likelihoods are indicated by nLL-T and nLL-S.  Information State (HIS) dialogue manager (Young

Tables 1 and 2 give the results on the traininget al., 2009). Four different policies were trained:
and test data respectively. The results show that ione policy using handcrafted simulation param-
terms of log-likelihood and KL-distances, the es-eters (POL-HDC); two policies using simulation
timated parameters outperform the other settinggparameters estimated (using the sequence-based
regardless of the matching method. In terms ofmatching approach) from two data sets that were
precision/recall (given in percentages with 95%obtained by randomly splitting the data into two
confidence intervals), the estimated parameterparts of 358 dialogues each (POL-TRAland POL-
are worse than the handcrafted parameters foFRA2); and finally, a policy using a determin-
turn-based matching, but have similar scores forstic simulator (POL-DET) constructed from the
sequence-based matching. trained parameters as discussed in Section 4.2.2.

The results for the deterministic parameters il-The policies were then each evaluated on the sim-
lustrate that much better precision/recall scoresilator using the four parameter settings at different
can be obtained, but at the expense of variability asemantic error rates.
well as the KL-distances. It will be easier to train  The performance of a policy is measured in
a dialogue policy on such a deterministic simula-terms of a reward that is given for each dialogue,
tor, but that policy is likely to perform significantly i.e. a reward of 20 for a successful dialogue, mi-
worse on the more varied behaviour generated byus the number of turns. A dialogue is consid-
the trained simulator, as we will see in Section 4.3ered successful if the system has offered a venue

Out of the two matching approaches, thematching the predefined user goal constraints and
sequence-based approach gives the best resultsas given the correct values of all requested slots
TRA-S outperforms TRA-T on all scores, exceptfor this venue. During the policy optimisation, in
for the coverage which is much lower for the which a reinforcement learning algorithm tries to
sequence-based approasB% vs. 59%). optimise the expected long term reward, this dia-
logue scoring regime was also used.

In Figures 2, 3, and 4, evaluation results are
Although the corpus-based evaluation results givgiven resulting from running 3000 dialogues at
a useful indication of how realistic the behavioureach of 11 different semantic error rates. The
generated by a simulator is, what really should becurves show average rewards witi¥% confidence
evaluated is the dialogue management policy thantervals. The error rate is controlled by a hand-

4.3 Policy evaluation results
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Figure 2: Average rewards for each policy whenFigure 3: Average rewards for each policy when
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Figure 4. Average rewards for each policy whenFigure 5: Average loss in reward for each policy,
evaluated on UM-DET. across three different simulators.

crafted error model that converts the user act gerthat the dialogue manager did not encounter dur-
erated by the simulator into an n-best list of dia-ing training of POL-DET.

logue act hypotheses. In addition to comparing the policies when eval-

The policy that was trained using the hand_uat_ed on each simt_JIator separately, another com-
crafted simulator (POL-HDC) outperforms the Parison was made in terms of the average.perfor—
other policies when evaluated on that same simMance across all simulators. For each policy and
ulator (see Figure 2), and both policies trained us&ach simulator, we first computed the difference
ing the trained simulators (POL-TRA1 and POL-Petween the policy’s performance and the ‘maxi-
TRA?2) outperform the other policies when evalu-Mum’ performance on that simulator as achieved
ated on either trained simulator (see Figure 3 foRY the policy that was also trained on that simu-
the evaluation on UM-TRAL: the evaluation on lator, and then averaged over all simulators. To
UM-TRA?2 is very similar and therefore omitted). @void biased results, only one of the trained simu-
There is little difference in performance betweenl@tors was included. The results in Figure 5 show

policies POL-TRA1 and POL-TRA2, which can that the POL-TRAZ2 policy is more robust than
be explained by the fact that the two trainedP?OL-DET, and has similar robustness as POL-

parameter settings are quite similar, in contrasfiDC. Similar results are obtained when including

to the handcrafted parameters. The policy thatM-TRAL only.

was trained on the deterministic parameters (POL- Given that the results of Section 4.2 show that
DET) is competitive with the other policies when the dialogues generated by the trained simulator
evaluated on UM-DET (see Figure 4), but per-more closely match real corpus data, and given
forms significantly worse on the other parameterthat the above simulation results show that the
settings which generate the variation in behaviouPOL-TRA policies are at least as robust as the



other policies, it seems likely that policies trainedaccuracy (related to precision/recall, see (Zuker-

using the trained user simulator will show im- man and Albrecht, 2001; Georgila et al., 2006)),

proved performance when evaluated on real userand Cramér-von Mises divergence (comparing di-
However, this claim can only be properly alogue score distributions, see (Williams, 2008))

demonstrated in a real user evaluation of the diare some of the metrics worth considering.

alogue system containing different dialogue man-

agement policies. Such a user trial would also be
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