
WILLIAM JOSEPH BYRNE III

Department of Engineering 16 Water View, Riverside
University of Cambridge Cambridge, UK CB5 8JQ
Trumpington Street, Cambridge, UK CB2 1PZ Mobile: +44 (0)7852 910371
bill.byrne@eng.cam.ac.uk https://sites.google.com/view/bill-byrne/

ACADEMIC APPOINTMENTS

2014 - 2019
2013 - present
2008 - 2013
2004 - 2008

Head of Information Engineering
Professor of Information Engineering
Reader in Information Engineering
University Lecturer in Speech Processing, University of Cambridge
Department of Engineering
University of Cambridge
Trumpington Street, Cambridge CB2 1PZ

2005 - present Fellow, Clare College, Trinity Lane, Cambridge CB2 1TL

2000 - 2009 Research Associate Professor
1994 - 2000 Associate Research Scientist

Center for Language and Speech Processing and
Department of Electrical and Computer Engineering
The Johns Hopkins University, USA

1987 - 1993 Graduate Research Assistant, Neural Systems Laboratory, Institute for Systems Research
and Department of Electrical Engineering, University of Maryland, College Park MD, USA

2020 - present Core Faculty, Cambridge Unit, European Laboratory for Learning and Intelligent Systems

2018 - 2020 Fellow, Allen Turing Institute

RESEARCH ENGINEER AND CONSULTANT
2019 - present Amazon Scholar, Alexa Search, Alexa AI, Amazon, Cambridge CB1 2GA

2016 - 2019 Scientific Advisory Board, Cytora Limited, London

2012 - 2019 Senior Research Scientist and Director of UK R&D, SDL plc

2014 Scientific Advisory Board, Thought Machine Group Limited, London

2011 Consultant, Winton Capital Management, London

2006 - 2007 Expert Witness, Choate Hall & Stewart LLP, Boston, MA, USA

2000 - 2002 Senior Research Engineer, Voice Signal Technologies, Woburn, MA, USA

1990 - 1994 Signal Processing Engineer, Entropic Research Laboratories, USA

1985 Analyst and Software Developer, Denver Research Group, Denver, CO, USA

1983 - 1984, 1986 Computer Systems Engineer, National Institutes of Health, Bethesda, MD, USA

EDUCATION
Ph.D. 1993 Electrical Engineering, University of Maryland, College Park, Maryland, USA
M.Sc. 1985 Electrical Engineering, Michigan State University, East Lansing, Michigan, USA
B.S. 1982 Electrical Engineering, Cornell University, Ithaca, New York, USA



SPONSORED RESEARCH AS PRINCIPAL OR NAMED INVESTIGATOR Total Awards of £20M+

1. Cambridge Service for Data Driven Discovery (CSD3) - A National Data Intensive Science Cloud for Converged
Simulation, AI & Analytics, EPSRC EP/T022159/1, 2020-2024.

2. W. BYRNE (PI), I. BUDVYTIS, R. CIPOLLA, C. RASMUSSEN, R. TURNER. Toyota Centre for Next Genera-
tion Artificial Intelligence - Capacity Building Award and Framework Agreement, 2019-2024+.

3. A. COPESTAKE (DIRECTOR), W. BYRNE (CO-DIRECTOR), C. RASMUSSEN Huawei HiSilicon Studentships
Fund, 2019-2024.

4. Huawei – Cambridge, Joint Lab and Framework Research Agreement, Steering Committee, 2020-2025,

5. I. ROBERTS (PI), W. BYRNE, A. COPESTAKE, M. TOMALIN. Giving Voice to Digital Democracies: The So-
cial Impact of Artificially Intelligent Communications Technology, Humanities and Social Change International
Foundation, 2018-2021+.

6. W. BYRNE. Improving Target Language Fluency in Statistical Machine Translation, EPSRC, 2015-2018.

7. S. RENALS (LEAD INVESTIGATOR AT UNIVERSITY OF EDINBURGH), P.C. WOODLAND (LEAD INVESTIGA-
TOR AT CU). NST: Natural Speech Technology, EPSRC Programme Grant, 2011-2016.

8. P.C. WOODLAND (LEAD INVESTIGATOR AT CU), M.J.F. GALES, W. BYRNE. DELPHI: Distributed Empiri-
cal Language Processing for Human Interaction, U.S. DARPA, 2011-2013.

9. W. BYRNE. Royal Society Travel Grant. With Prof. K. McKeown, Columbia University, USA. 2011.

10. W. BYRNE. Hierarchical Phrase-Based Translation with WFSTs, Google Inc. Unrestricted gift, 2010.

11. W. BYRNE (TECHNICAL COORDINATOR), A. DE GISPERT, S. CLARK. FAUST - Feedback Analysis for User
Adaptive Statistical Translation. EU FP7 (STREP), 2010-2013.

12. S. KING (TECHNICAL COORDINATOR), W. BYRNE (LEAD INVESTIGATOR AT CAMBRIDGE). EMIME -
Effective Multilingual Interaction in Mobile Environments. EU FP7 (STREP), 2008-2011.

13. W. BYRNE. Statistical Phrase Based Speech Translation, Microsoft Research Inc. Unrestricted gift, 2005.

14. W. BYRNE. Statistical Phrase Based Speech Translation, Google Inc. Unrestricted gift, 2005.

15. P.C. WOODLAND (LEAD INVESTIGATOR AT CU), M.J.F. GALES, W. BYRNE. AGILE: Autonomous Global
Integrated Language Exploitation, U.S. DARPA, 2005-2011.

The Johns Hopkins University Total Awards of $15M+
16. W. BYRNE (PI), J. MAYFIELD, P. MCNAMEE. Integrated Cross-Language Spoken Document Retrieval, JHU

Whiting School Development Award, 2002-2004.

17. W. BYRNE (PI). ELAN Speech Triage Consultation, Department of Defense, 2002-2003.

18. F. JELINEK (PI), W. BYRNE, J. EISNER, S. KHUDANPUR, D. YAROWSKY. Summer Workshops on Human
Language Technology: Integrating Research and Education (WS02-WS06), NSF ITR, 2002-2006.

19. S. GUSTMANN (PI), W. BYRNE (PI AT JHU), D. OARD, B. RHAMABHADRAN, M. PICHENEY. MALACH:
Multilingual Access to Large Spoken Archives from the Holocaust, NSF ITR, 2001-2006.

20. F. JELINEK (PI), W. BYRNE, J. EISNER, S. KHUDANPUR, D. YAROWSKY. University Center for Language
and Speech Processing, Department of Defense, 2001-2005.

21. D. YAROWSKY (PI), W. BYRNE, S. KHUDANPUR, P. RESNIK. Improving Statistical Translation Models via
Text Analyzers Trained from Parallel Corpora, ONR MURI, 2001-2006.

22. F. JELINEK (PI), W. BYRNE, S. KHUDANPUR. Language Engineering Workshop, NSF, 2001-2002.

23. F. JELINEK (PI), W. BYRNE, S. KHUDANPUR. Robust Knowledge Discovery from Parallel Speech and Text
Sources, DARPA TIDES, 2000-2003.

24. D. OARD (PI), W. BYRNE (LEAD PI AT JHU), S. KHUDANPUR, PHILIP RESNIK, DAVID YAROWSKY.
Translingual Information Detection, Extraction and Summarization, DARPA TIDES, 2000-2005.

25. J. PICONE (PI), W. BYRNE, E. CHARNIAK, F. JELINEK, M. JOHNSON, M. OSTENDORF. Integrating
Prosody, Speech Recognition, Parsing in Spoken-Language Information Retrieval, NSF ITR, 2000-2004.
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PROFESSIONAL ACTIVITIES AND AFFILIATIONS, from 2000, selected
- IEEE Senior Member, 2007

Cambridge University Service
- Engineering Department: Senior Academic Promotions, Academic Committee, Appointments Committee, In-

formation Engineering Subject Group, Graduate Degree Committee, Examiner (IIB), Chair of Examiners (IA)
- Council of the School of Technology (2014-19)
- Cambridge Language Sciences Interdisciplinary Research Centre, Steering Committee
- Clare College: Fellowship Committee, Junior Research Fellowship Committee, Rooms Tutor, Wine Steward

General Contribution
- Workshop series convener (with A. Copestake, I. Roberts, and M. Tomalin): Mindful of AI: Language,Technology

and Mental Health (October 2020); The Future of Artificial Intelligence: Language, Society, Technology
(September 2019), Language, Society, Technology (May 2019), Language, Ethics, Technology (March 2019)

- Scientific Advisor, QT21: Quality Translation, EU Horizon 2020, 2015–2018
- Chair (with S. Renals), Understanding Multimodal Data, Alan Turing Institute Scoping Workshop, 2015
- External Advisory Board, LINDAT/CLARIN Centre for Language Research Infrastructure in the Czech Repub-

lic, Czech Ministry of Education, 2010 – 2016
- Invited participant, Google Faculty Summits: Mountain View, CA, 2006; Zurich, 2008 and 2010
- Advisory Board, MURI N000140510388: Human-like Speech Processing, U. Washington, 2005–2010
- External Review Panel, NCCR IM2 National Centres of Competence in Research: Interactive Multimodal In-

formation Management, Swiss National Science Foundation, PI, 2005 – 2007
- Advisory Board, Center for Computational Linguistics, Charles University, Czech Republic
- Managing Council, Chinese Corpus Consortium, Beijing, China, 2004
- Invited participant, NSF-ELTE Ithaka Hungarian-US R&D Workshop, Budapest, Hungary, March 2004
- Chair (with J. Bilmes) IEEE Automatic Speech Recognition and Understanding Workshop, St. Thomas, 2003
- Chair (with D. Jurafsky and E. Fosler-Lussier) ISCA ITR-Workshop on Pronunciation modelling and Lexicon

Adaptation for Spoken Language Technology, Estes Park, Colorado, USA, September 2002
Editorial

- Editorial Board, Machine Translation Journal, 2011–2020
- Action Editor, Transactions of the Association for Computational Linguistics, 2012–2014
- Associate Editor, Computer Speech and Language, 2011–2016
- Associate Editor, IEEE Transactions on Audio, Speech, and Language Processing, 2006–2008
- Associate Editor, ACM Transactions on Speech and Language Processing, 2005–2007
- IEEE Signal Processing Society Speech Technical Committee, 2004–2006
- Editor (with D. Jurafsky and E. Fosler-Lussier), Special Issue of Speech Communication on Pronunciation

modelling and Lexicon Adaptation, June 2005

TEACHING
University of Cambridge, Graduate Teaching in Machine Learning, Speech and Language Processing

- Course Director, MPhil in Machine Learning and Machine Intelligence (2018–2019)
- Course Director, MPhil in Machine Learning, Speech, and Language Technology (2015– 2018)
- Module Leader: Probabilistic Automata; Speech Recognition; Machine Translation
- Module Leader: MPhil in Advanced Computer Science (2011–2012)
- Module Leader: MPhil in Computer Speech, Text and Internet Technology Program (2004-2010)

University of Cambridge, Undergraduate Teaching
- 3F1 Probability and Random Processes, IB Computing, 4F11 Speech and Language Processing

Clare College, Cambridge
- Supervisions in IA and IB Mathematics and Information Engineering; Director of Studies in Engineering

The Johns Hopkins University
- Automatic Speech Processing and Recognition (ECE475/ECE678); Theory and Practice of Large Vocabulary

Speech Recognition (ECE478); Advanced Topics in Speech Science and Technology (ECE776)
- Instructor, NSF/NAACL Summer Workshops on Language Engineering (1998–2003)
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ACADEMIC RESEARCH SUPERVISION
Postdoctoral Researchers

1. Dr. Adrià de Gispert, Senior Research Associate, September 2011 – June 2018
Lecturer in Speech and Langauge Technology, September 2009 – September 2011
Research Associate, January 2007 – September 2009

2. Dr. Marcus Tomalin, Senior Research Associate, September 2010 – present
3. Dr. Aurelien Waite, Research Associate, 2015–2016
4. Dr. Eva Hasler, Research Associate, September 2014 – January 2017
5. Dr. Gonzalo Iglesias, Research Associate, April 2010 – 2012
6. Dr. Graeme Blackwood, Research Associate, March 2010 – September 2011
7. Dr. Matthew Gibson, Research Associate, September 2008 – December 2010
8. Dr. Hichem Sahbi, Research Associate, October 2005 – October 2006
9. Dr. Izhak Shafran, Assistant Research Scientist, JHU, 2004–2006

10. Dr. Shankar Kumar, Postdoctoral Researcher, JHU and Cambridge University Engineering Department, 2005

Ph.D. Students, University of Cambridge
1. H. Mei, Ph.D. Cambridge University Department of Engineering, admitted 2022

Jointly supervised with Dr Marcus Tomalin
2. Jonghon Chen, Ph.D. Cambridge University Department of Engineering, admitted 2022
3. W. Lin, Ph.D. Cambridge University Department of Engineering, admitted 2021
4. A. Coca, Ph.D. Cambridge University Department of Engineering, admitted 2020
5. B.-H. Tseng, Ph.D. Cambridge University Department of Engineering, 2021

Natural Language Understanding and Generation for Task-Oriented Dialogue
6. D. Saunders, Ph.D. Cambridge University Department of Engineering, 2021

Thesis: Domain adaptation for Neural Machine Translation
Best Thesis Award, European Association for Machine Translation, 2021

7. F. Stahlberg, Ph.D. Cambridge University Department of Engineering, 2019
Thesis: The Role of Language Models and Hierarchical Models in Neural Sequence-to-Sequence Prediction
Best Thesis Award, European Association for Machine Translation, 2019

8. M. Horvat, Ph.D. Cambridge Computer Lab, 2017
Thesis: Hierarchical Statistical Semantic Translation and Realization
Jointly supervised with Prof. Ann Copestake

9. A. Waite, Ph.D. Cambridge University Department of Engineering, 2015
Thesis: The Geometry of Statistical Machine Translation

10. J. Pino, Ph.D. Cambridge University Department of Engineering, 2015
Thesis: Refinements in Hierarchical Phrase-Based Translation Systems

11. M. Shannon, Ph.D. Cambridge University Department of Engineering, 2014
Thesis: Probabilistic acoustic modelling for parametric speech synthesis

12. G. Blackwood, Ph.D. Cambridge University Department of Engineering, 2010
Thesis: Lattice Rescoring Methods for Statistical Machine Translation

13. J. Brunning, Ph.D. Cambridge University Department of Engineering, 2010
Thesis: Alignment Models and Algorithms for Statistical Machine Translation

Ph.D. Students, The Johns Hopkins University
14. Y. Deng, Ph.D. in Electrical and Computer Engineering, 2005

Thesis: Bitext Chunk Alignment for Statistical Machine Translation
15. S. Tsakalidis, Ph.D. in Electrical and Computer Engineering, 2005

Thesis: Linear Transforms in Automatic Speech Recognition: Discriminative Estimation Procedures and Inte-
gration of Diverse Acoustic Data

16. V. Venkataramani, Ph.D. in Electrical and Computer Engineering, 2005
Thesis: Support Vector Machines For Segmental Minimum Bayes Risk Decoding Of Continuous Speech
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17. V. Doumpiotis, Ph.D. in Electrical and Computer Engineering, 2005
Thesis: Discriminative Training for Speaker Adaptation and Minimum Risk Estimation in Large Vocabulary
Conversational Speech Recognition

18. S. Kumar, Ph.D. in Electrical and Computer Engineering, 2005
Thesis: Minimum Bayes-Risk Techniques in Automatic Speech Recognition and Machine Translation

19. A. Gunawardana, Ph.D. in Electrical and Computer Engineering, 2001
Thesis: The Information Geometry of EM Variants for Speech and Image Processing

20. V. Goel, Ph.D. in Biomedical Engineering, 2001
Thesis: Minimum Bayes-Risk Automatic Speech Recognition

21. J. McDonough, Ph.D. in Electrical and Computer Engineering, 2000
Thesis: Speaker Compensation with All-Pass Transforms

M.Phil in Machine Learning and Machine Intelligence, University of Cambridge
1. G. Yang. Multilingual Models in Neural Machine Translation, 2023
2. A. Nanu. Improving Schema Generation for Robust Schema-Guided Dialogue State Tracking, 2023
3. K. Nikoić. Incorporating Vision Encoders into Retrieval Augmented Visual Question Answering, 2023
4. X. Li. Incorporating Vision Encoders into Retrieval Augmented Visual Question Answering, 2023
5. R. Anderson. Joint Learning of Practical Dialogue Systems and User Simulators, 2022
6. A. McLeay. Vision Encoders in Question Answering, 2022
7. T. Anders. Natural Language Generation from Structured Data, 2021
8. G. Lau. Mitigating Gender Bias in Dialogue Generation, 2021
9. N. Pezzotti. GPT-3 for Few-Shot Dialogue State Tracking, 2021

10. B. Melman. Fact Checking Fake News, 2019 (with Dr M. Tomalin)

M.Phil in Machine Learning, Speech, and Language Technology, University of Cambridge
11. S. De Jong. Techniques for Compressing Deep Neural Networks, 2018 (with Dr A. Damianou, Amazon Inc)
12. G. Kell. Overcoming Catastrophic Forgetting in Neural Machine Translation, 2018
13. O. Zubair. Neural Network Compression, 2018 (with Dr T. Meeds, Microsoft Research)
14. A. D’Cruz. Tradeoffs in Neural Variational Inference, 2017 (with Dr S. Nowozin, Microsoft Research)
15. J. Rampersad. Learning in Neural Program Lattices Using Only Weak Supervision, 2017 (with Dr N. Kushman,

Microsoft Research)
16. S. Wang. Structured Priors for Policy Optimisation, 2017 (with Dr T. Gunter, Apple Inc)
17. J. Gao. Variable Length Word Encodings for Neural Translation Models, 2016
18. K. Tsakalis. Semi-Supervised Training for Historic Handwritten Text Recognition, 2016
19. S.T. Yeo. Bayesian optimisation for machine translation and NLP, 2016
20. M. Tomczak. BachBot, 2016 (with Dr M. Johnson, Microsoft, Cambridge)
21. F. Liang. BachBot, 2016 (with Dr M. Johnson, Microsoft, Cambridge)
22. M. Ahmad. Bayesian Non-parametric Framework for the Analysis of Financial Time Series, 2016 (with Dr T.

Fletcher, Thought Machine)

M.Phil in Advanced Computer Science, University of Cambridge
23. Matic Horvat. Lagrangian Relaxation for String Regeneration, 2013

M.Phil in Computer, Speech, and Internet Technology, University of Cambridge
24. T. Foreman. Model extrapolation for HMM-based speech synthesis, 2010
25. Z. Raeesy. Model Interpolation for Speech Synthesis, 2009
26. A. Waite. Hadoop Clusters for Statistical Speech and Language Processing, 2009
27. F. Zuo. An HTK + OpenFst ASR Decoder, 2008 (with Prof. P.C. Woodland)
28. L. Feng. Limited domain synthesis, 2008
29. D. Herath. Lexical Context in HMM Word Alignment, 2008
30. A. Murugesan. Small Language Models for Large Problems, 2007
31. W. Yuan. Small Language Models for Large Problems, 2007
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32. D. Sharkov. Phrasal Models in Stochastic Machine Translation, 2006
33. Y.Q. Liu. Phrasal Language Models in Stochastic Machine Translation, 2006
34. J. Smith. Phrasal Language Models in Stochastic Machine Translation, 2005
35. G. Sachdev. Phrase Order and Phrase Translation in Statistical Machine Translation, 2005
36. X. Zhu. Phrase Order and Phrase Translation in Statistical Machine Translation, 2005

Fourth Year Project Supervision, Department of Engineering
1. W. Lin. End-to-end Multi-Domain Task-Oriented Dialogue Systems, 2021
2. J. Wu. Using Training data to Reduce Gender Bias in Neural Machine Translation, 2021
3. R. Sallis. Using Training data to Reduce Gender Bias in Neural Machine Translation, 2021

Information Engineering Division Prize for Outstanding Fourth Year Project
4. E. Rastorgueva. Neural Hidden Markov Models for Word Alignment, 2019
5. L. Ji. Robust Adaptive Neural Machine Translation, 2019
6. J. Koh. Neural Machine Translation for Grammatical Error Correction, 2019
7. J. Stadnik. Alignment in Neural Machine Translation, 2018
8. Z. Wang. Simultaneous Neural Machine Translation, 2018

LECTURES, SEMINARS, AND PRESENTATIONS – from 2000

[1] Neural machine translation decoding strategies. Amazon Research, June 2019.

[2] Lost in translation? Hay Literary Festival, May 2018. A discussion with Helena Sanson and Marcus Tomalin.

[3] Recent developments in neural machine translation. Cambridge Computational Biology Institute Annual Sym-
posium, May 2018. Invited talk.

[4] Turning NMT research into commercial products. META-FORUM, Brussels, Belgium, November 2017. In-
vited talk.

[5] Pushdown automata in statistical machine translation, USC Signal Analysis and Interpretation Lab, February
2014. Talk.

[6] Pushdown automata in statistical machine translation, International Conference on Finite-State Methods and
Natural Language Processing, FSMNLP, July 2013. Keynote lecture.

[7] Syntax-based statistical machine translation, and evaluation of machine translation systems, Cognition Institute
Summer School: Bilingual Minds, Bilingual Machines, June 2013. Three lecture short course.

[8] The CUED OpenMT12 Arabic-English and Chinese-English SMT systems, NIST Open MT Workshop, Wash-
ington, DC, July 2012. Talk.

[9] Statistical machine translation, Cambridge Language Sciences Launch Event, Newnham College, Cambridge,
May 2012. Talk.

[10] Hierarchical phrase-based translation representations, Workshop on ‘More Structure for Better Statistical Ma-
chine Translation?’, University of Amsterdam, Netherlands, January 2012. Invited lecture.

[11] Weighted finite state transducers in statistical machine translation, International Winter School in Language
and Speech Technologies (WSLST 2012), Tarragona, Spain, January 2012. Six lecture short course.

[12] Hierarchical phrase-based translation with weighted finite state transducers, Natural Language Processing
Group, Department of Computer Science, University of Sheffield, UK, December 2010. Talk.

[13] Hierarchical phrase-based translation with weighted finite state transducers, 7th International Workshop on
Spoken Language Translation, Paris, France, December 2010. Keynote lecture.
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[14] Recent research in statistical machine translation, Winton Capital Management Internal Research Conference,
November 2010. Invited presentation.

[15] Hierarchical phrase-based translation with weighted finite state transducers, FALA 2010 Conference (VI Jor-
nadas en Tecnologias del Habla and II Iberian Workshop on Speech and Language Technologies for Iberian
Languages), Vigo, Spain, November 2010. Keynote lecture.

[16] Hierarchical phrase-based translation with weighted finite state transducers, Dublin Computational Linguistics
Research Seminar, Dublin, Ireland, November 2010. Talk.

[17] EMIME project overview, European Commission Information Society Conference (ICT 2010), Brussels, Bel-
gium, September 2010. Presentation.

[18] Fast Hiero grammars, DARPA GALE PI Meeting, Scottsdale, AZ, USA, April 2010. Talk.

[19] Hierarchical phrase-based translation with weighted finite state transducers, Columbia University, New York,
NY, USA, April 2010. Talk.

[20] Hierarchical phrase-based translation with weighted finite state transducers, Google, Inc, Mountain View, CA,
USA, April 2010. Talk.

[21] FAUST project overview, ICT-FP7 Language Technology Days, Luxembourg, March 2010. Talk.

[22] Hierarchical phrase-based translation with weighted finite state transducers, The Johns Hopkins University
Center for Language and Speech Processing, Baltimore, MD, USA, November 2009. Talk.

[23] The CUED NIST 2009 Arabic-English SMT System, NIST Open Machine Translation 2009 Evaluation
(MT09) Workshop, Ottowa, Canada, August 2009. Talk.

[24] Context-dependent alignment models and hierarchical phrase-based translation with weighted finite state trans-
ducers, GALE PI Meeting, Tampa, FL, USA, May 2009. Talk.

[25] Statistical techniques in machine translation, Google EMEA Faculty Summit, Zurich, Switzerland, February
2008. Keynote lecture.

[26] Phrase-based statistical machine translation with weighted finite state transducers, IRTG Summer School in
Computational Linguistics and Psycholinguistics, University of Edinburgh, UK, September 2008. Invited
tutorial.

[27] The CUED NIST 2008 Arabic-English SMT System, NIST MT Workshop, Alexandria, VA, USA, March
2008. Talk.

[28] Statistical machine translation, Advanced Machine Learning Tutorial Lectures Series, Cambridge University
Engineering Department, UK, February 2008. Talk.

[29] MTTK: An alignment toolkit for statistical machine translation, HLT-NAACL Demonstrations Program, New
York, NY, USA, June 2006.

[30] Integrating automatic speech recognition and statistical machine translation, TC-STAR OpenLab on Speech
Translation, Trento, Italy, April 2006. Invited tutorial.

[31] Statistical phrase-based speech translation, GALE Mid-Phase PI Meeting, Boston, MA, USA, March 2006.
Talk.

[32] Minimum Bayes risk estimation and decoding in large vocabulary continuous speech recognition, University
of Sheffield, UK, January 2006. Talk.

[33] Minimum Bayes risk estimation and decoding in large vocabulary continuous speech recognition, Google, Inc,
Mountain View, CA, USA, September 2005. Talk.
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[34] Johns Hopkins University - Cambridge University Chinese-English and Arabic-English 2005 NIST MT Eval-
uation Systems, 2005 NIST MT Workshop, Bethesda, MD, USA, June 2005. Talk.

[35] Current Research in Phrase-Based Statistical Machine Translation – and some links to ASR, Kings College
London, UK, May 2005. Talk.

[36] Phrase-based statistical machine translation using finite state machines – with some links to ASR, University
of Washington, Seattle, WA, USA, May 2005. Talk.

[37] JHU/CUED Chinese-English translation system – 2005 TC-STAR evaluation, TC-STAR Evaluation Meeting,
Trento, Italy, April 2005. Talk.

[38] Current research in phrase-based statistical machine translation and some links to ASR, Machine Intelligence
Laboratory Speech Seminar, Cambridge University Engineering Department, UK, March 2005. Talk.

[39] Current research in phrase-based statistical machine translation and some links to ASR, Seminar Series, Insti-
tute for Collaborative and Communicating Systems and Human Communication Research Centre, University
of Edinburgh, UK, January 2005. Talk.

[40] Minimum Bayes risk estimation and decoding in large vocabulary continuous speech recognition, ATR Work-
shop ”Beyond HMMs”, Kyoto, Japan, December 2004. Invited paper and lecture.

[41] Current research in statistical machine translation and links with automatic speech recognition, ISM Open
Lectures on Statistical Speech Processing, The Institute for Statistical Mathematics, Tokyo, Japan, December
2004. Invited lecture.

[42] The Johns Hopkins University 2004 Chinese-English and Arabic-English MT Evaluation Systems, 2004 NIST
MT Workshop, Alexandria, VA, USA, June 2004. Talk.

[43] Minimum Risk Estimation and Decoding for Speech and Language Processing, Microsoft Research, Redmond,
Washington, USA, February 2004. Talk.

[44] Minimum Risk Estimation and Decoding for Speech and Language Processing, Signal, Speech and Language
Interpretation Lab, University of Washington, Seattle, WA, USA, February 2004. Talk.

[45] Minimum Risk Estimation and Decoding for Speech and Language Processing, Speech Analysis and Interpre-
tation Laboraory, University of Southern California School of Engineering, Los Angeles, CA, USA, February
2004. Talk.

[46] The Johns Hopkins University 2003 Chinese-English machine translation system, 2003 NIST MT Workshop,
Gaithersburg, MD, USA, June 2003. Talk.

[47] Minimum Bayes-Risk Estimation and Decoding Procedures for Speech and Language Processing, University
of Edinburgh, UK, May 2003. Talk.

[48] The Johns Hopkins University 2002 Large Vocabulary Conversational Speech Recognition System, NIST 2002
Rich Transcription Workshop, Vienna, VA, USA, November 2002. Talk.

[49] MALACH: Multilingual Access to Large Spoken Archives, AT&T Speech Days, Florham Park, NY, USA,
October 2002. Invited talk.

[50] Minimum Bayes-Risk Automatic Speech Recognition, University of Colorado, Boulder, CO, USA, November
2001. Talk.

[51] Minimum Bayes-Risk Automatic Speech Recognition, Signal, Speech and Language Interpretation Lab, Uni-
versity of Washington, Seattle, WA, USA, June 2001. Talk.

[52] Discounted likelihood linear regression for rapid speaker adaptation, Tsinghua University, Beijing, China,
October 2000. Talk.
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PUBLICATIONS – Journal Articles and Book Chapters

[1] M. TOMALIN, B. BYRNE, S. CONCANNON, D. SAUNDERS, AND S. ULLMAN. The practical ethics of bias
reduction in machine translation: why domain adaptation is better than data debiasing. Ethics and Information
Technology, March 2021. Published online 6 March 2021 (15 pages).

[2] E. HASLER, A. DE GISPERT, F. STAHLBERG, A. WAITE, AND W. BYRNE. Source sentence simplification
for statistical machine translation. Computer Speech & Language, 45:221–235 (15 pages), September 2017.

[3] C. ALLAUZEN, W. BYRNE, A. DE GISPERT, G. IGLESIAS, AND M. RILEY. Pushdown automata in statistical
machine translation. Computational Linguistics, pages 687–723 (38 pages), 2014.

[4] M. SHANNON, H. ZEN, AND W. BYRNE. Autoregressive models for statistical parametric speech synthesis.
IEEE Transactions on Audio, Speech and Language Processing, 21(3):587–597 (11 pages), 2012.

[5] J. PINO, A. WAITE, AND W. BYRNE. Simple and efficient model filtering in statistical machine translation.
The Prague Bulletin of Mathematical Linguistics, (98):5–24 (20 pages), 2012. Published online 6 September
2012.

[6] A. DE GISPERT, G. BLACKWOOD, G. IGLESIAS, AND W. BYRNE. N-gram posterior probability confidence
measures for statistical machine translation: an empirical study. Machine Translation, pages 1–30 (31 pages),
2012. Published online 1 September 2012.

[7] K. HASHIMOTO, J. YAMAGISHI, W. BYRNE, S. KING, AND K. TOKUDA. Impacts of machine translation
and speech synthesis on speech-to-speech translation. Speech Communication, 54(7):857–866 (10 pages),
September 2012.

[8] J. DINES, H. LIANG, L. SAHEER, M. GIBSON, W. BYRNE, K. OURA, K. TOKUDA, J. YAMAGISHI,
S. KING, M. WESTER, T. HIRSIMÄKI, R. KARHILA, AND M. KURIMO. Personalising speech-to-speech
translation: Unsupervised cross-lingual speaker adaptation for HMM-based speech synthesis. Computer
Speech and Language, page (18 pages), 2011. Special Issue on Speech Translation. Published online 17
September 2011.

[9] M. GIBSON AND W. BYRNE. Unsupervised intra-lingual and cross-lingual speaker adaptation for HMM-
based speech synthesis using two-pass decision tree construction. IEEE Transactions on Audio, Speech, and
Language Processing, 19(4):895 – 904 (10 pages), 2011.

[10] A. DE GISPERT, W. BYRNE, J. XU, R. ZBIB, J. MAKHOUL, A. CHALABI, H. NADER, N. HABASH, AND

F. SADAT. Preprocessing Arabic for Arabic-English statistical machine translation. In J. Olive, C. Christianson,
and J. McCary, editors, Handbook of natural language processing and machine translation. DARPA Global
Autonomous Language Exploitation, pages 135 – 145 (11 pages). Springer, 2011.

[11] M. KURIMO, S. VIRPIOJA, V.T. TURUNEN, G.W. BLACKWOOD, AND W. BYRNE. Overview and results
of Morpho Challenge 2009. In Multilingual Information Access Evaluation, 10th Workshop of the Cross-
Language Evaluation Forum, CLEF 2009, volume 1 of Lecture Notes in Computer Science, pages 578–597 (20
pages). Springer, 2010.

[12] A. DE GISPERT, G. IGLESIAS, G. BLACKWOOD, E. R. BANGA, , AND W. BYRNE. Hierarchical phrase-
based translation with weighted finite state transducers and shallow-N grammars. Computational Linguistics,
36(3):505—533 (29 pages), September 2010.

[13] Y. DENG AND W. BYRNE. HMM word and phrase alignment for statistical machine translation. IEEE
Transactions on Audio, Speech, and Language Processing, 16(3):494–507 (14 pages), March 2008.

[14] V. VENKATARAMANI, S. CHAKRABARTTY, AND W. BYRNE. Gini support vector machines for segmental
minimum Bayes risk decoding of continuous speech. Computer Speech and Language, 21:423–442 (20 pages),
2007.
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[15] Y. DENG, S. KUMAR, AND W. BYRNE. Segmentation and alignment of parallel text for statistical machine
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