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Summary

The discovery of the independent components of a series of data is the ‘holy grail’ of unsuper-
vised learning systems. It results in a code that is optimally compressible, easily processed,
and a system that generates such a code can be said to have ‘understood’ its data. While
fully independent representations are extremely hard to achieve in most real-world situa-
tions, any system that reduces the redundancy in its data can bring similar benefits.

This thesis describes an information-theoretic framework for unsupervised learning, and
identifies the usefulness of maximising information transfer while simultaneously attempt-
ing to minimise the sum of output entropies. A recurrent neural network model is developed
with the aim of fulfilling these goals.

The model is first introduced as a purely linear network that minimises the differences
between the original input and a reconstruction generated from the output values. The basic
model is then modified to help it produce efficient codes by the addition of various con-
straints, such as through the use of penalty functions. These encourage outputs to have low
entropy distributions, and in particular are used to promote sparseness. Modifications which
allow the network to use nonlinear mixture models, including one which takes into account
the effects of occlusion, are also explored.

The practical applicability of the work is illustrated with examples based on visual and
speech data. The ability of the network to automatically generate wavelet codes from natural
images is demonstrated. These bear a close resemblance to 2-D Gabor functions, which have
previously been used to describe physiological receptive fields, and as a means of producing
compact image representations.

Keywords: neural networks, unsupervised learning, self-organisation, feature extraction,
information theory, redundancy reduction, sparse coding, imaging models, occlusion, image
coding, speech coding.
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Notation and Abbreviations

Every effort has been made to keep notation consistent throughout this thesis. All commonly
used symbols and abbreviations are listed below. For the sake of simplicity, various abuses of
notation are made, but the intended meaning should be clear from the context. In particular,
the separate probability density functions pX � x � and pY � y � for random variables X and Y
will commonly be written simply as p � x � and p � y � . Similarly, identical symbols will often be
used to represent both a set of data and particular samples from that set.

In describing the number of calulations g � n � required by an algorithm for a problem of
size n, the standard ‘big-O’ notation is used, so that an algorithm is said to be � � f � n ��� if
there exist constants c and n0 such that g � n ��� c f � n � for all n � n0.

General
X a matrix composed of elements xi j
x a column vector composed of elements xi�
x
�

absolute value of scalar x�
x
�

length (L2-norm) of vector x�
x
�

r Lr-norm of vector x
xT transpose of x
X 	 1 inverse of X
X 
 pseudoinverse of X
detX the determinant of X
I the identity matrix
f � � x � the derivative of f with respect to its argument
[ ( ] ) inclusive and exclusive lower and upper bounds on a range of numbers

respectively, so that for example � a, b � represents a range containing
numbers x, where a � x 
 b� � x � the expected value of x

x̂ ‘true’ or optimal value for x�
i j the Kronecker delta symbol (

�
i j � 1 if i � j, 0 otherwise)

Information theory
H � X � entropy of random variable X
H � X � Y � joint entropy of X and Y
H � X �

Y � conditional entropy of X given Y
I � X; Y � mutual information between X and Y
DKL � p ���

q � Kullback-Leibler divergence (relative entropy) between p.d.f.s p and q

Network model
m number of input units
n number of output units
x input vector�
x reconstructed input

iii



Notation iv

r output from first layer (residual)
a output vector
W weight matrix
wi weight vector of ith unit (transpose of the ith row of W)
Er reconstruction error
ER expected reconstruction error over all data
Ep penalised reconstruction error
EP expected penalised error over all data
� activation rate
� learning rate
�

overall penalty term
� penalty function (for an individual output)

�
penalty parameter

bi j mixture weighting
di object depth

Abbreviations
CVQ Cooperative vector quantisation
EM Expectation maximisation
HMM Hidden Markov model
ICA Independent component analysis
ICL Iterative competitive learning
LP Linear programming
MAP Maximum a posteriori
MFCC Mel-frequency cepstral coefficient
MLP Multi-layer perceptron
MSE Mean-squared error
PCA Principal component analysis
p.d.f. Probability density function
PP Projection pursuit
REC Recurrent error-correction
SEC Symmetric error-correction
SSE Sum-squared error
VQ Vector quantisation
w.r.t. With respect to
WSJ Wall Street Journal
WTA Winner-take-all
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Chapter 1

Introduction

A beginner’s guide to pattern recognition: describe an object by one hundred binary features
that between them represent all of its distinguishing characteristics and which are statisti-
cally independent of each other. Congratulations! You have solved the problem of pattern
recognition: you are now almost certain to be able to recognise this object, from amongst
several thousand others described in the same way, even if it turns out that a significant pro-
portion of your features were in fact determined incorrectly. You will be able to perform the
recognition in a fraction of a second on a modern digital computer.1

The problem, of course, lies in obtaining a set of features that fulfil the above criteria, and
in particular ones that achieve independence. Nevertheless, cast in this way, pattern recogni-
tion may be seen entirely as a problem of representation — if we can model the data in the
right way, subsequent processing becomes easy. However we should not be under any pre-
tence that finding a good representation is a simple task. If it were, then the field of artificial
intelligence would not still be in its infancy after nearly fifty years.

This thesis takes a small step on the journey towards making systems that are able to
automatically learn good representations from complex data. To do this, it borrows some
ideas from the only system we know of that is able to perform such tasks — the brain. At the
same time, it tries to stay within the confines of the best theories we have to describe uncer-
tainty, namely statistics and information theory. The approach is limited, and contains many
simplifying assumptions that cannot fully be justified. The results, however, are interesting.

1.1 Related work and original content

The work in this thesis draws on many of the ideas commonly used in the field of neu-
ral networks, ideas that are well-described by several recent books (Bishop, 1995; Ripley,
1996; Haykin, 1994). Much of the inspiration for this work comes from the concept of redun-
dancy reduction put forward by Attneave (1954) and Barlow (1959, 1961, 1989), and which
is founded in information theory (Shannon and Weaver, 1949). Similar ideas are captured
in the framework of minimum description length (Rissanen, 1978, 1985; Zemel, 1993; Hinton
and Zemel, 1994). Further links between information theory and neural networks have been

1This idea is based on concepts discussed by Daugman (1993), to which the reader is referred for further
details.

1
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made by several authors (Linsker, 1988, 1990, 1992; Plumbley, 1991; Atick, 1992; Redlich,
1993a; Becker and Hinton, 1992; Deco and Obradovic, 1996).

This work is also related to the concepts of both independent component analysis and source
separation (Jutten and Herault, 1991; Comon, 1994) which have been applied to network mod-
els by Bell and Sejnowski (1995), Deco and Obradovic (1995), Oja (1995) and Karhunen et al.
(1995). The same idea may be described as factorial coding (Schmidhuber, 1992; Redlich,
1993b; Ghahramani, 1995). Several authors have noted the importance of sparse coding in
achieving these goals (Földiák, 1990; Field, 1994; Földiák and Young, 1995; Fyfe and Badde-
ley, 1995a).

The work in this thesis is based on an iteratively-activated neural network model that
uses negative feedback and is similar to one set out by Pece (1992) on the basis of previous work
by Daugman (1988). The properties of the activation are explored in detail, and learning is
added with a simple Hebbian rule. The basic model so obtained is closely related to one
developed independently and concurrently by Olshausen and Field (1996a,b) for generating
sparse image codes.

This work builds an understanding of the model, in terms of its dynamics, its applica-
bility, and practical issues relating to its implementation on computer systems. The motiva-
tion and methods for constraining the model in various ways are investigated in depth, and
theoretical explanations are developed. The network is also modified to allow inclusion of
nonlinear mixture models, as an extension of the ideas put forward for a binary network by
Saund (1994, 1995).

The network’s performance is evaluated in a number of experiments with both artificial
and real data. The image-coding experiments of Olshausen and Field (1996a,b) are repro-
duced and extended, with some key differences in the approaches made clear. The network
is also applied to the coding of handwritten characters and speech waveforms.

Some of the preliminary work for this thesis has previously been published by Harpur
and Prager (1994, 1995, 1996).

1.2 The neural network paradigm

Neural network research saw an explosion of interest in the late-1980s. Against this back-
drop, the field struggled to establish itself as a serious and theoretically justifiable challenger
to more traditional statistical techniques. This has largely been successful, and to such an
extent that distinctions between neural networks and statistics have in many cases become
blurred. It is quite possible, for example, to find papers in recent neural network conferences
and journals where little or no reference is made to any kind of network architecture.

There does, however, remain a distinct role for the neural paradigm, i.e. a model based
on a network of simple but highly interconnected processing units. Formulating a system in
this way can bring several distinct benefits:

� A neural network provides a solid conceptual model for what can otherwise be quite
abstract computational techniques. Viewing a complex minimisation, for example, as
the dynamics of a system whose components are simple to understand is potentially a
very powerful method for giving new insight into such processes.
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� Once framed as a network model, various extensions to existing techniques often be-
come apparent. Frequently, for example, networks begin life as small linear models for
which the theory is already well known. Subsequently they can then be generalised
quite naturally to various high-dimensional and nonlinear cases, at which point they
may well become more powerful than previously existing techniques.

� Neural networks (at least in their ‘purest’ form) are inherently localised models, that is,
each unit’s operation depends almost exclusively on the signals provided by incoming
connections. A high degree of localisation is closely connected with low computa-
tional complexity, since limiting the number of signals needed by a unit also limits the
amount of processing it has to perform. At the same time, a highly localised model
lends itself naturally to a highly parallelised implementation.

� Artificial neural networks were originally inspired by their biological counterparts,
and there is potentially great benefit to be had from retaining this link. The problems
people attempt to address with neural networks are often ones whose solutions have
eluded researchers for many years, and yet are also ones that biological systems appear
to solve with great ease. It seems sensible therefore not to overlook any clues that are
to be had from reverse-engineering a system that already has the answers we require.

All of these factors have played a part in the work described here. Both the basic model and
its various extensions were originally conceived in the form of networks, and only subse-
quently described in mathematical terms. A primary goal of the work has been to favour
simplicity wherever possible, and, where successful, this has largely been the result of view-
ing the methods in terms of their network implementations. Perhaps most significantly,
some important steps have been inspired by physiology. For example the decision to per-
form large experiments with just a few iterations of the recurrent model (Chapter 7), which
theoretically seemed unlikely to work, was taken purely because the brain, if recurrent, must
be similarly constrained.

1.3 Overview of the chapters

Chapter 2 introduces some key concepts in information theory, discusses the general na-
ture of the modelling problem, and shows how many important modelling issues may be
expressed in terms of information theory and coding.

In Chapter 3 we shall review some of the pre-existing unsupervised learning methods,
in particular those based on neural network models. The primary emphasis will be on sys-
tems that are forerunners to this work, and on pointing out their strengths and weaknesses.
Chapter 4 presents a recurrent network model that is intended to overcome some of these
limitations. The network is linked to an inhibitory feedback mechanism that has been pro-
posed as a computational model for the brain by several leading researchers. Its operation
is described, first in mathematical terms, and then by means of several simple examples.
The model is put forward as a flexible means of generating complete representations of a
perceptual environment.
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The network model is enhanced in Chapter 5 by imposing various constraints aimed
at making the representations efficient as well as complete. Low entropy, and in particular
sparseness, are identified as a means to achieve this in many cases. These ideas are again de-
veloped mathematically and related to probability and information theory, and subsequently
illustrated with some simple examples.

Chapter 6 extends the network model to cases where sub-patterns in the environment
may no longer be said to mix linearly. In particular, we shall look at situations where in-
dividual features are binary-like, and explore their interaction in terms of imaging models.
Work on modelling occlusion in visual environments is also presented, and the validity of
these ideas is demonstrated with experimental results.

In Chapter 7 the theory that has been developed previously is applied to real-world
data from vision and speech. Automatic generation of wavelet codes from natural images
is demonstrated, as is the production of other ‘feature-based’ codes from handwritten char-
acters and continuous speech data. The success of the networks in these tasks is measured
in terms of the information-theoretic framework that was set out in Chapter 2.

We shall conclude in Chapter 8 with a discussion of the contributions made by this the-
sis, some comparisons with other work in related areas, and suggestions for future develop-
ments in this line of research.



Chapter 2

Framework

The task that this work seeks to address is that of generating good models of complex envi-
ronments. We shall attempt to define what is meant by a ‘good’ model in terms of information
theory, and shall begin therefore with a look at some of the key concepts from this important
field. The properties of models within this framework are described, and the aims of a
general-purpose modelling system are reduced to two information-theoretic goals. We shall
also discuss the nature of such a system in terms of the codes it generates, and shall look at
some of the difficulties inherent in the modelling process.

2.1 An introduction to information theory

Information theory provides a useful framework in which to express many of the ideas pre-
sented in this thesis, so it will be helpful to examine some of the main concepts of this theory
before progressing. Further details may be found in standard texts on information theory
(e.g. Ash, 1965; Cover and Thomas, 1991).

2.1.1 Information and entropy

The information associated with an event of probability p is defined as log � 1 � p � . As a measure
of information, this simple formula achieves two intuitively appealing properties:

1. The more unlikely an event is, the more information it conveys, while an event that is
a certainty (p � 1) carries no information at all.

2. The total information conveyed by two independent events (with probabilities p1 and
p2) is the same whether we consider them as a single event with probability p1 p2 or
simply add the individual information measures, since log � 1 � � p1 p2 � � � log � 1 � p1 ���
log � 1 � p2 � .

For complete systems, it is useful to have a model of an information-generating mechanism.
The simplest of these is the discrete memoryless information source, and we shall assume all
sources to be of this type. The source X emits a sequence of symbols from a finite alphabet�

X ��� x1 � x2 � � � � � xn � , each symbol occurring with a statistically independent probability

5
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given by the function pX � x � for x �
�

X. We are often interested in the mean information ob-
tained per symbol. This is simply

H � X � � � � log � 1 � p � x � � �
� ∑

x ��� X

p � x � log � 1 � p � x � �

��� ∑
x ��� X

p � x � log p � x �
(2.1)

where we have used p � x � as shorthand for pX � x � , and
� ��� � is the expectation operator. This

quantity is known as the entropy of the source. Since probability requires that p � x � � 1, we
know that log p � x � � 0, and so H � X � is guaranteed to be non-negative. If the logarithm
of (2.1) is in base 2, then the entropy is measured in bits; if it is in base e (i.e. a natural loga-
rithm), the entropy is said to be expressed in nats.

At one extreme, where all n possible values for X are equally likely, the entropy H � X �
has its maximum value (log n). At the other, where there is only one value of X with non-
zero probability (i.e. X is deterministic), H � X � � 0. We therefore have the idea that entropy is
associated with the ‘peakiness’ of a distribution — the more sharply it is peaked, the lower
the entropy.

The choice to measure entropy in bits is not purely accidental. If, for example, the source
X has four equiprobable values, its entropy, from (2.1), is given by

H � X � � 4 � 1
4

� log2 4 � 2 bits

corresponding to the number of bits required to represent such a variable in a binary code.
Less intuitive is that if the values were not equiprobable, the entropy would be lower, and
need not be a whole number of bits. In coding terms, the entropy is in fact giving us the
mean length of the shortest (i.e. most efficient) possible code for representing samples of X.
Entropy, therefore, is a measure of the compressibility of an information source.

2.1.2 Joint and conditional entropy

If we now consider a pair of sources X and Y with alphabets
�

X and
�

Y respectively, we may
define some quantities relating to the dependency between them. Firstly, the joint entropy,
written as H � X � Y � , comes directly from the joint probability distribution p � x � y � :

H � X � Y � ���
� � log p � x � y � �

��� ∑
x ��� X

∑
y ��� Y

p � x � y � log p � x � y � �

Secondly, we may define the conditional entropy as1

H � Y �
X � �	�

� � log p � y � x � �
�	� ∑

x
p � x � ∑

y
p � y � x � log p � y � x �

�	� ∑
x 
 y

p � x � y � log p � y � x � �

1For simplicity the ranges of summations are omitted from this point onwards, and joint summations are
combined where possible.
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This value gives us the information we can expect, on average, from a sample of Y if we
already know the corresponding sample from X. Entropy, joint entropy and conditional
entropy obey the simple relation

H � X � Y � � H � X � � H � Y �
X � � (2.2)

This is easily proved by starting from the standard relation p � x � y � � p � x � p � y � x � and taking
the logarithms and expectations of both sides. Repeated application of (2.2) extends this
relation to a chain rule for many variables X1 � X2 � � � � � Xn:

H � X1 � X2 � � � � � Xn � �
n

∑
i � 1

H � Xi
�
Xi 	 1 � � � � � X1 � � (2.3)

2.1.3 Relative entropy and mutual information

We may define the relative entropy or Kullback-Leibler divergence of two probability distribu-
tions p � x � and q � x � as

DKL � p ���
q � � �

p

�
log

p � x �
q � x ���

� ∑
x

p � x � log
p � x �
q � x �

where
�

p ��� � denotes the expectation over the distribution p. The relative entropy may be
interpreted as a measure of distance between the distributions p and q. Strictly, it is not a
distance metric because it is not symmetric and does not obey the triangle inequality, but it
does have the property that DKL � p � �

q ��� 0, with equality if and only if p � q.
The mutual information I � X; Y � between two sources X and Y may be expressed as the

relative entropy between their joint distribution and the product of their marginal distribu-
tions:

I � X; Y � � DKL � p � x � y � ��� p � x � p � y ���
� ∑

x 
 y
p � x � y � log

p � x � y �
p � x � p � y � �

(2.4)

It is a standard statistical property that if X and Y are statistically independent then p � x � y � �
p � x � p � y � . From the properties of relative entropy noted above, therefore, zero mutual infor-
mation is a necessary and sufficient condition for statistical independence. Where X and
Y form part of the same code, mutual information is a useful measure of the redundancy
between them.

Splitting the mutual information (2.4) into two terms, we find that

I � X; Y � ��� ∑
x 
 y

p � x � y � log p � x � � ∑
x 
 y

p � x � y � log
p � x � y �
p � y �

��� ∑
x

p � x � log p � x � � ∑
x 
 y

p � x � y � log p � x � y �

� H � X � � H � X �
Y � �

(2.5)

We could equally have split the terms in x and y the other way round, so we see that
I � X; Y � � I � Y; X � . The relationships (2.2) and (2.5) between the various entropic quantities
for two random variables are summarised in Figure 2.1.
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H � X � Y �

H � X �
Y � I � X; Y � H � Y �

X �

H � X � H � Y �

Figure 2.1: Representation of the relationship between different entropic quantities for two
random variables.

2.1.4 Differential entropy

We have so far only looked at the entropy of discrete random variables. To extend this to the
case of a continuous random variable X with probability density function p � x � , we simply
replace the summation of (2.1) with an integral, and define the differential entropy as

h � X � �	���
S

p � x � log p � x � dx

where S is the set where p � x � � 0 (known as the support set of X).
As an example, consider the case of a continuous random variable X with a uniform

distribution over the range 0 to a � � 0 � . This distribution has a density of 1
�
a between 0 and

a, and of 0 elsewhere, so the differential entropy of X is

h � X � ����� a

0
� 1 � a � log � 1 � a � dx � log a �

We note that for a 
 1, h � X � 
 0, and so observe that, unlike the entropy of discrete ran-
dom variables, differential entropy can be negative. Furthermore, as a � 0, h � X ��� ��� , so
differential entropy is not as well-behaved as its discrete counterpart.

Another important case is the normal (or Gaussian) distribution. It is not hard to show
that the differential entropy for a normally distributed random variable XG with variance � 2

is

h � XG � � 1
2

log 2 � e � 2 (2.6)

and it is well known that the normal distribution maximises the entropy over all distributions
of equal variance (e.g. Deco and Obradovic, 1996, p. 20). We shall use this fact in Section 2.1.5
below.

There are further problems with differential entropy besides its potential negativity. In
the discrete case, a random variable may be arbitrarily scaled without affecting its entropy
(as seen from (2.1) because H � X � is a function of p � x � alone). Differential entropy, however,
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is not invariant under scaling. It is straightforward to show (e.g. Cover and Thomas, 1991,
p. 233) that

h � aX � � h � X � � log
�
a
�

� (2.7)

This property extends to vector-valued random variables, so that for a transformation matrix
A of full rank,

h � Ax � � h � x � � log
�
detA

�
�

In particular we note that the differential entropy of x is conserved by the transformation A
if its determinant has magnitude one, or in other words if the mapping is volume-conserving.

The other measures of entropy that we have seen for discrete random variables extend
as one would expect to the continuous case, and the good news is that relative entropy
and mutual information keep the same properties, in particular their non-negativity, in the
continuous domain.

2.1.5 Negentropy

The scaling properties of differential entropy mean that comparisons between entropies of
continuous-valued variables should be made only with care. One method is to use the stan-
dardised negentropy, defined as

j � X � � � h � X � � h � XG �
where XG is a normally distributed random variable with the same variance � 2 as X. Us-
ing (2.6) we may therefore write the negentropy as

j � X � � � h � X � � log � � 2 � e � 1 � 2 ��� �

Using (2.7), we see that

j � aX � � � h � X � � log
�
a
� � log � � 2 � e � 1 � 2 �

a
� � �

� j � X �
and so negentropy is scale-invariant. At the same time, since the normal distribution max-
imises entropy for a fixed variance, it is guaranteed to be non-negative. These properties
extend straightforwardly to the multivariate case (Comon, 1994).

Another, equivalent, means of making entropy comparisons significant, and one that
will be used later, is simply to scale variables to have equal variance before calculating their
differential entropy.

2.2 Modelling terminology

Before moving on to discuss the properties of modelling systems, the terminology that will
be used should be clarified. The input to a system is also referred to as the environment, or
just the data. The code-generating process itself is variously called a model, system, or network,
and its output is also referred to as a representation or code. This notation is summarised in
Figure 2.2. A slight ambiguity results because the concept of a ‘model’ exists on two levels
— that of the processing system itself, and its internal state — but the meaning should be
clear from the context.
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Environment/
Data/Input

Model/System/
Network

Representation/
Code/Output

Figure 2.2: A summary of the terms used in this work to describe modelling systems, show-
ing the various descriptions given to the input, the system itself, and its output.

2.3 What makes a good model?

Since we wish to evaluate models, we need to have some idea of what it is that makes one
model of the world better than another. Possible ways to model images include, for exam-
ple, creating a set of pixel values, a frequency-based representation composed of Fourier
coefficients, or a grid of binary digits representing the location of edges. Given a number
of models, how are we to assess their relative merits? We may identify several factors that
could be helpful:

Completeness. How well is the input represented by the model? If the model is complete
(or lossless), all aspects of the input are represented, allowing complete reconstruction
of the original from the model’s representation. When this is not possible, the model
is lossy. This may be caused by noise or imprecision within the processing system, or
by the model having insufficient expressive power to fully represent the input. The
latter case need not be a problem if the information lost is not useful for subsequent
processing, for example when it is due only to ‘sensor noise’ on the inputs.

Simplicity. There may be any number of models that are complete, or that come as close as
each other to being complete. In such circumstances, which should we favour? The
principle of Occam’s razor tells us to choose the simplest. In determining what we
mean by the simplicity of a model there are two different (and conflicting) factors to
consider: the complexity of the representation (the number of code elements produced
by the model, for example), and the complexity of the model itself (perhaps measured
by the amount of processing required to compute the code, or to attempt a recon-
struction from it). How these are balanced will depend upon the relative amounts of
transmission bandwidth versus processing power available to the system. There is
also often a trade-off between simplicity and completeness: sometimes we may wish
to sacrifice the ability to represent the input fully in order to keep the representation
simple. This is the approach taken by lossy compression algorithms.

Conformity. Good models correspond closely with reality. We would expect, for example,
a high-level model of a visual environment to contain some notion of objects. While
it appears difficult to specify exactly how the model should conform with reality,2 we
may be able to measure its success by the degree to which it is able to generalise, i.e.
to model new data from the same environment. A system that merely stored all past
data, for example, is likely to perform particularly badly in this respect.

Fitness for purpose. A model is typically only a means to an end, a basis for describing the
world or deciding on a course of action. Therefore its value must largely be determined

2Any determined attempt to do so is likely to lead to a deep philosophical discussion about the nature of
reality, something that is definitely beyond the scope of this work!
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by its usefulness in performing this higher goal. Coding an image in terms of edges, for
example, may be sufficient if the system as a whole is required to find the boundaries
of objects, but is not a good choice if the overall aim is to recognise different textures.
This idea applies even when the model is complete — there is little point in using
the Fourier transform of an image, for example, if the system must extract positional
information from the data.

The above descriptions give a qualitative idea of what is desired of a good model, but do
not allow us to quantify our success in these areas. However, concepts from information
theory can help us here. We shall assume for simplicity that we are dealing with discrete
systems, but the ideas are equally applicable to the continuous case, providing that we take
into account the scaling problems set out in Sections 2.1.4 and 2.1.5.

Completeness. The completeness of a model may be measured in terms of the mutual in-
formation I � X; A � between the raw data X and the model’s representation A (Sec-
tion 2.1.3). We shall refer to this as the information transfer (from input to output) of
the modelling system. If we assume, as we shall in the remainder of this work, that
the system itself is noise-free, then any information at the output can only have come
from the input, i.e. H � A �

X � � 0. Hence, from (2.5), we see that I � X; A � � H � A � , and so
maximising information transfer can be achieved simply by maximising the output en-
tropy. This is a technique known as ‘infomax’ (Linsker, 1988, 1992; Bell and Sejnowski,
1995).

Simplicity. The simplicity of the representation produced by a model can be measured in
terms of its entropy. The simplicity of the model itself can, subject to finding a suit-
able way of describing it, be measured by the length (i.e. number of bits) of such a
description. Combining the two into a single expression forms the basis for the min-
imum description length principle (Rissanen, 1978, 1985). This introduces a problem of
how to model the model, and finding a suitable way to describe a model can be tricky.
In a neural network this is typically done using a measure of the number, and possibly
size, of the weights, and forms the theoretical justification for the technique of weight-
elimination (Weigend et al., 1991). We shall not attempt to quantify model complexity
in this work, concentrating instead on the entropy of the representation: the lower the
entropy, the simpler the representation. We have just seen, however, that for a system
to generate complete models, it should maximise the entropy of its output, so the con-
flict between completeness and simplicity that we noted above is also clearly apparent
in terms of entropy. A solution, which need not compromise the completeness of the
model, is to consider the entropy of each element of the output separately, and attempt
to minimise their sum. The minimum, for a fixed overall output entropy, is obtained
when each of the elements is statistically independent. Representations that achieve
this are known as minimum entropy codes, and we shall discuss these in greater detail
below.

Conformity. If the signals taken in by our senses had maximum entropy, they would appear
to be random noise, like ‘snow’ on a television screen; we would be unable to gener-
alise, and thus unable to make sense of the world and make predictions about it. It is
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in fact dependencies that form the basis for objects, concepts, and so on, and the process
that we call ‘understanding’ is, essentially, the act of discovering these dependencies
through experience. In saying that we wish a model to ‘conform with reality,’ we are
asking that it builds a representation based on the dependencies of its environment.
If the model’s representation has independent elements, then it must necessarily have
detected and removed the dependencies in its input to achieve this. Therefore the sum
of output entropies, as a measure of independence, can again be used to gauge the
model’s success in this regard.

Fitness for purpose. A limitation of information theory is that it cannot, by itself, distin-
guish between useful and useless information, i.e. signal and noise. For a learning
system to perform a particular task, external influences are required to indicate which
information is important, and how well the system is performing. In nature, this is
provided ultimately by evolutionary pressures, and more immediately by sensations
such as pleasure and pain. For an artificial system, it is up to us to provide similar
forms of pressure, typically in the form of supervised or reinforcement learning. While
information theory cannot help directly in tailoring a system to a particular task, it can
help at a preprocessing stage, which is primarily what we shall consider in this work —
if a preprocessor can produce a representation whose elements are independent, then
a higher, task-specific, level of processing need only select those elements that are of
interest. Yet again, an independent (minimum entropy) code appears to be important.
This point is discussed in more detail in the next section.

From four properties of ‘good’ models, we have produced just two information-theoretic
goals: the desire to have models that are complete means we should attempt to maximise
total output entropy, and the properties of simplicity, conformity and usefulness can all be
captured by minimising mutual information between the separate elements of the output.
In the following sections we shall look at some of these issues in more detail.

2.4 Noise as information

A property of information theory that is slightly counter-intuitive is that the more random a
signal is, the higher its entropy, and hence the higher its potential information content. It is
common to assume that ‘noise’ is entirely random, and yet our normal notion of noise is as
something that carries zero information. The way out of this apparent contradiction is that
what we commonly refer to as ‘information’ is in fact the mutual information between some
received signal and a subject of interest. Noise is information, but it is information about
something in which we have no interest.

We therefore see that the concepts of signal and noise can be task-specific: the varia-
tion between different people’s speech is noise to a speech-recognition system, for example,
but is precisely the signal required by a speaker-identification system; or similarly much of
the information rejected as noise by a visual edge-detector forms the signal for a texture-
segmentation system.

In this thesis, we shall consider only systems that are unsupervised, i.e. where there is no
external agent to say which information is interesting and which is not. This is why we



2.5 Entropy in an information-processing system 13

Input
entropy

Sum of individual
output entropies

output entropy
Overall

Mutual information

Constraints

} between outputs

Figure 2.3: A representation of the relationship between several measures of entropy in a
(discrete) information-processing system. The input entropy is fixed by the environment,
and (if the system is assumed noiseless) provides an upper bound on the overall output en-
tropy. The sum of the entropies of each of the output values may be above or below the level
of input entropy, but will always be at least as great as the overall output entropy, with any
difference accounted for by mutual information between the outputs. The downward arrow
represents some means of bounding the individual output entropies by the application of
constraints. In an ideal system, both dotted lines will converge on the solid line representing
input entropy, giving a complete factorial code.

must aim to capture all information, and leave it to later, task-specific processing to decide
which to use and which to ignore. As mentioned above, this separation is made as easy as
possible by building an independent representation, since signal and noise are, by definition,
independent of each other.3 The information in a speech signal relating to the words spoken,
for example, is largely independent (except at a very high level) of the information relating
to the person who is speaking them.

2.5 Entropy in an information-processing system

The entropic quantities we have identified as important in a modelling system are depicted
in Figure 2.3. We shall again assume that all variables are discrete. Denoting the input by
the vector x, the overall input entropy H � x � provides a fixed reference, shown in the centre
of the diagram. Denoting the output by the vector a � � a1 � � � � � an � T, the information in the
output that relates to the input is given by

I � a; x � � H � a � � H � a � x � �

But, as we have already noted, if the system itself is assumed to be noiseless, then H � a � x � � 0,
and

I � a; x � � H � a � �

3If this were not the case then the ‘noise’ should be retained because it must contain relevant information that
could be useful in subsequent processing.
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Maximising the overall output entropy is therefore equivalent to maximising information
transfer.

The overall output entropy is given by the sums of the individual elements’ entropies
minus any mutual information between them. This expression can be obtained by combin-
ing (2.3) and (2.5) to give

H � a � �
n

∑
i � 1

H � ai � �
n

∑
i � 1

I � ai; ai 	 1 � � � � � a1 � �

We are already attempting to maximise H � a � . This can simultaneously minimise the mutual
information term if ∑n

i � 1 H � ai � is suitably constrained. In other words, if some upper bound
or downward pressure can be placed on the sum of output entropies, then maximising over-
all output entropy will ‘squeeze out’ the mutual information, as depicted in Figure 2.3. In
the work of Bell and Sejnowski (1995), for example, a fixed upper bound on individual en-
tropies is introduced by limiting the range of values than outputs can take on. In Chapter 5
we shall look at a number of other constraints that either introduce bounds or put downward
pressure on output entropies.

If we successfully squeeze out all mutual information between outputs, the redundancy
of the code becomes zero and

H � a � �
n

∑
i � 1

H � ai � �

Accordingly, we find that

p � a � �
n

∏
i � 1

p � ai �

and so the code elements are statistically independent. We have generated a factorial or
minimum entropy code.

There is, unsurprisingly, some confusion over whether entropy should be maximised or
minimised, since some work advocates one, and some the other. The answer, we know see,
is that we should do both! The obvious contradiction is resolved by observing that we are
referring to two different quantities — we wish to maximise mutual information between
input and output, but minimise mutual information between the individual output values.

The fundamental nature of the problem of generating independent codes means that
there is no shortage of methods that attempt to solve it. The name used generally depends
upon the field in which the technique originated. In the statistical community, for example,
the problem is usually known as factor analysis (Halman, 1976; Watanabe, 1985), in signal
processing as independent component analysis (Jutten and Herault, 1991; Comon, 1994), in geo-
physics as minimum entropy deconvolution (Wiggins, 1978; González et al., 1995; Satorius and
Mulligan, 1992), and in physiology as redundancy reduction (Attneave, 1954; Barlow, 1959,
1961; Atick, 1992) or minimum entropy coding (Barlow, 1989; Barlow et al., 1989). In the some-
what eclectic field of neural networks, all of these terms may be found!

2.6 Low entropy codes

The title of this thesis avoids the term ‘minimum entropy,’ and uses instead the phrase ‘low
entropy coding.’ This is in recognition of the fact that for most real data, and with simple
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models such as will be used here, there is no hope of producing fully independent codes.
The aim, in essence, is to perform low-level feature detection. ‘Features’ represent the

dependencies in a set of data. Visual features such as lines, for example, account for the fact
that the intensity at one point in an image tends to be highly dependent on the intensities
of those around it. At the same time we expect the dependency between features to be low
(otherwise they should be amalgamated into one or more larger features).

A feature-based code should therefore have low entropy. It is unlikely, however, to have
minimum entropy, because dependencies often extend to very high levels of processing. In
a typical visual environment, for example, small edge segments are interdependent because
they combine to form straight or curved lines, which themselves combine to form the bound-
aries of distinct objects. At a higher level still, objects themselves have complex dependen-
cies, since, for example, solid objects are required to support one another, but cannot occupy
the same region of space.

As another example, word-sounds, or phones, are useful low-level features of speech,
but are not fully independent because they combine to form words, which are joined to
form phrases, sentences, entire passages, and so on. The dependencies even extend to the
meaning that the speech is intended to confer.

The generation of low entropy codes is a valid goal, because redundancy reduction is a
useful step towards a full ‘understanding’ of the data, even if it leaves further dependen-
cies, or what Barlow (1989) terms ‘suspicious coincidences,’ to be discovered in subsequent
processing.

2.7 Local, distributed and sparse coding

Having said that we wish to generate codes with low redundancy, it is useful to have some
idea of what form such codes might take. There has in particular been much debate as to
the nature of codes in the brain, and correspondingly about ways in which these might be
reproduced in artificial neural networks.

At one end of the spectrum come local codes, where only one element (or an isolated
cluster of elements) of the code are ‘active’ (non-zero, for example) for any particular pat-
tern. The advantage of such a representation is that it is very easy to tell which pattern
occurred, but the principal disadvantage is that for any reasonably complex environment, a
huge number of elements are required if the code is to be anywhere near complete. It is also
difficult to generalise between patterns that are classed as distinct under a local code. A local
code cannot have minimum entropy because the fact that one element’s being active implies
that all others are inactive shows there is a dependency between them.

At the other extreme come fully distributed codes, where all elements are used to represent
each pattern. These tend to be much more compact in terms of the number of elements
required, but it is no longer possible to determine directly which particular pattern is being
represented, implying a need for further processing. There is is general no guarantee that
there will not be strong dependencies between the code elements, but a fully distributed
code could have minimum entropy in certain cases.

In between local and distributed codes we have the situation where only a fraction of
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the code elements are actively used to represent a typical pattern. Such codes are often
termed sparse. They have the potential to give ‘best of both worlds’ solutions: codes that are
not hampered by a combinatorial explosion in size, but are nevertheless able to represent
separate components of the data directly.

A sparse code may also have very low redundancy, providing that the underlying inde-
pendent causes of the data it encodes are themselves sparse. This seems to be a reasonable
hypothesis in many cases. If, for example, we say that to a first approximation individual
objects form the independent components in images, then an object-based code will be both
independent and sparse, since there are many possible objects, but only a few appear in a
typical image. Similarly, by making the simplifying assumption that words are the indepen-
dent components of sentences, then a word-based representation of a sentence will also be
both independent and sparse, since of the many possible words, only a few appear in any
one sentence.

Further discussions about the relative merits of the different types of representation are
given by Thorpe (1995) and Zemel (1993). The usefulness of sparse coding, and its validity
as a model of brain function, have been examined by several authors (Barlow, 1983, 1994;
Földiák, 1990, 1992; Földiák and Young, 1995; Field, 1987, 1994; Olshausen and Field, 1996a;
Rolls and Tovee, 1995). We shall return to the issue of sparse coding in Chapter 5.

2.8 Why the modelling problem is hard

Modelling is a problem in which one attempts to infer causes from observations of the effects
that they produce. This is often known as an inverse problem, as distinct from the forward
problem of determining effects from causes.

Forward problems are (relatively) easy to address. In a deterministic system, there is a
single mapping from any set of causes to their effects. This uniqueness is a key condition for
a well-posed problem (Hadamard, 1923).4 Difficulties only arise when deciding how to make
simplifying approximations to the mapping and how to deal with incomplete knowledge of
the causes.

Inverse problems, by contrast, are typically ill-posed (Bertero et al., 1988): there are often
many possible explanations for a particular observation, so the solution is no longer unique.
In such circumstances, it becomes necessary to consider which explanations are the most
likely, thus introducing the extra complexity of a probabilistic element that was not present
in the equivalent forward problem.

Computer graphics is an example of a forward problem: one takes a description of some
objects, their positions, the lighting and so on, and calculates the patterns of light that result.
The corresponding inverse problem is computer vision, where one takes a pattern of light
and attempts to explain it in terms of the underlying causes. The relative maturity of the two
fields gives a fairly good indication of their relative complexities: while computer graphics
is able to produce realistic pictures and animations from world models, computer vision is
still nowhere near the stage of being able to reverse the process and use those images to
regenerate the underlying model.

4Under the original definition, there is also a requirement for continuity which we shall not consider here.
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2.9 Some basic modelling problems are NP-complete

Another way of characterising the difficulty of modelling problems is in terms of their com-
putational complexity. Many can be cast as combinatorial optimisation problems, where the time
taken to find the optimal solutions increases exponentially with the size of the problem.

Algorithms that run on a serial computer in a time equal to some polynomial in the size
of the problem are commonly placed in a class P. Another class, NP, contains those whose
solutions can be verified in polynomial time, which certainly includes all of P. It is believed,
although not proven, that NP is a strict superset of P, and that there are therefore problems
in NP but not in P that cannot be solved in polynomial time on any serial computer.

The hardest of the problems in NP are known as NP-complete, and it has been shown
(Cook, 1971) that if any one of these were solved in polynomial time, then all NP problems
could be solved in polynomial time.

Many of the problems that have been shown to be NP-complete are what we are terming
here ‘modelling problems.’ One example is the set basis problem (Stockmeyer, 1975; Garey
and Johnson, 1979, p. 222). It can stated as:

Consider a set X of binary strings of a finite length m, and a positive integer
n � �

X
�
. The problem is to find a set W of binary strings of length m with

�
W

� � n
such that, for each x � X, there is a subset of W whose logical OR is exactly x.

In fact we shall later tackle a problem that is exactly of this form (Section 4.12.1). Another
NP-complete modelling problem is a form of clustering (Garey and Johnson, 1979, p. 281):

Consider a finite set X, an integral distance d � x � y � for each pair x, y � X, and
two positive integers K and B. The problem is to determine a partition of X
into disjoint sets X1 � X2 � � � � � XK such that, for 1 � i � K and all pairs x, y � Xi,
d � x � y ��� B.

The NP-completeness of modelling tasks such as these is in one sense disheartening because
it implies that we cannot in general obtain complete, tractable solutions to these problems.
At the same time, the absence of a tractable general solution justifies approaches that are to
some extent task-specific, rely on heuristics, or are not guaranteed to give optimal results.

2.10 Discussion

This chapter has attempted to demonstrate first that modelling problems can be set in the
context of information theory, and second that they are difficult to solve. A good general-
purpose modelling system will generate representations that are maximally complete (by
maximising mutual information between input and output) while also being maximally effi-
cient (by minimising mutual information between code elements).

Systems that attempt to build models and develop codes using the raw data alone are
often termed unsupervised or self-organising systems. We shall look at some of these in the
next chapter. Although most are not based directly on information theory, they all to some
extent embody the ideas of completeness and efficiency.



Chapter 3

Self-Organisation and Unsupervised
Learning

This chapter gives an overview of some of the techniques already in existence for performing
unsupervised learning. No attempt will be made to cover the whole range of this enormous
field. We shall instead concentrate primarily on those techniques that provide the basis for
work set out in subsequent chapters. This means that the main emphasis is on neural tech-
niques in particular. Broader and more detailed surveys of unsupervised techniques for
neural networks are given by Becker (1989), Haykin (1994), Ripley (1996) and Hertz et al.
(1991), and the classic work by Duda and Hart (1973) is a good starting point for more gen-
eral statistical methods.

Although most of the methods we shall look at do not use directly the information-
theoretic ideas set out in the previous chapter, the aim is the same — to automatically pro-
duce a good model of the data. The language used, however, is often slightly different. It
is common to think of the original data as residing in a space, known as the data space. The
process can be thought of as transforming this into a feature space which, we hope, will be
more amenable to subsequent processing. Where the feature space has fewer dimensions
that the original data space, the process is known as dimensionality reduction. We shall begin
with a well-known technique for performing such a mapping.

3.1 Principal component analysis

One of the longest-standing and most popular statistical methods of dimensionality reduc-
tion is principal component analysis (also known as the Karhunen-Loève transformation)
first introduced by Pearson (1901). The method is described in depth by Jolliffe (1986). In
the presentation given here, we shall look at certain aspects of the method in detail because
closely related mathematical expressions will appear in the description of the network in
Chapter 4.

The aim of PCA is to map vectors x in an m-dimensional space onto vectors a in an n-
dimensional space, with n � m. Often the inequality is strict (producing a subspace projec-
tion of the original points) since PCA is a useful method for dimensionality reduction. When
n � m, the process forms the basis for sphering, a method that will be discussed further in

18
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Section 3.8.1.
For simplicity we shall assume that the data have zero mean:

� � x � � 0 �

If this were not the case, we could simply subtract the mean from the data before proceeding.
Alternatively, it is quite possible to perform a similar analysis without making this assump-
tion (e.g. Bishop, 1995, p. 310).

Any point x in the original m-dimensional space may be represented as a linear combi-
nation of (any) m orthonormal vectors ui:

x �
m

∑
i � 1

aiui � (3.1)

Since the vectors ui are orthonormal, they obey the relation

uT
i u j � �

i j (3.2)

and hence, by premultiplying (3.1) by uT
i , we find that the coefficients ai are given by

ai � uT
i x � (3.3)

Now we restrict the representation in (3.1) to a linear combination of just n orthonormal
vectors, with n 
 m. Since we have restricted the number of degrees of freedom, it will no
longer be possible in the general case to represent all of the data exactly — the approximation�
x to the original is given by

�
x �

n

∑
i � 1

aiui � (3.4)

The aim now is to choose the coefficients ai and basis vectors ui such that they give the
minimum possible sum-squared error (SSE) between the original vectors x and our recon-
structions

�
x. This gives an error function

Er � �
x �

�
x
� 2 (3.5)

which should be minimised by our selection of coefficients ai (for a particular pattern x and
set of basis vectors ui). Similarly, the mean error over the entire data set is given by

ER � � � � x � �
x
� 2 � (3.6)

which should be minimised by our selection of basis vectors ui. The choice of sum-squared
difference as the error metric is a natural one; some theoretical justifications for its use are
given in Chapter 4.

Minimisation of (3.5) is easy. The function is quadratic and has a single, global minimum.
The derivative of Er with respect to ai is given by

�
Er

�
ai

� � 2 � x � �
x � Tui

� � 2 � x �
n

∑
k � 1

akuk � Tui �
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Setting this to zero, we find that

xTui �
n

∑
k � 1

akuT
kui � 0

which by application of the orthonormality relation (3.2) reduces directly to (3.3). Thus we
see that the optimal coefficients are the same whether the orthonormal basis is complete or
partial. Given this, we can substitute (3.1) and (3.4) into (3.6) to give

ER � �
������ m

∑
i � n 
 1

aiui

���� 2 �
�

m

∑
i � n 
 1

� � a2
i � �

This is simply the sum of the variances1 for the projection coefficients in the directions that
have been discarded in our approximation (3.4). What this tells us is that in order to min-
imise ER we must find and discard those directions in which the data has minimum variance
or, equivalently, use only the directions of greatest variance.

The task of finding the optimal directions ui for any particular value of n is under-
constrained. Any orthogonal basis that spans the n-dimensional space containing the great-
est variance in the data (often called the principal subspace) will suffice. If however we retain
the right to choose n after the analysis, then the directions ui must be ordered such that the
first is in the direction of greatest variance, the second the next greatest (while being orthog-
onal to the first) and so on. These directions are known as the first, second, etc., principal
components.

By substituting the values of ai given by (3.3) we note that the variances of the coefficients
ai, which we shall call � 2

i , are

� 2
i � � � a2

i �
� � � � uT

i x � � xTui � �
� uT

i
� � xxT � ui

� uT
i � ui

(3.7)

where � is the covariance matrix, defined (because x has zero mean) as the expectation of
the outer product of x with itself:

� � � � xxT � �

From this definition, the covariance matrix is clearly real and symmetric. It is a well-known
theorem of linear algebra (e.g. Strang, 1988, p. 296) that a real symmetric matrix such as �
can be factored as

� � Q � QT

where Q is a matrix whose columns qi are the orthonormal eigenvectors of � and � is
a diagonal matrix where the diagonal elements

�
i are the corresponding eigenvalues. We

1Because we have assumed that the data have zero mean, any projection will also have zero mean, so that the
variance of a coefficient ai over the data is simply its mean-square value.
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may assume without loss of generality that the columns of Q have been permuted such that
�

1 � �
2 � � � � � �

m.
We can now write (3.7) as

� 2
i � uT

i Q � QTui (3.8)

and note that if it happened that for some i, ui ��� qi, then (3.8) would reduce, by application
of the orthonormality relation (3.2), to

� 2
i � �

i

for that value of i.
The directions ui we seek are the stationary points of (3.7), subject to the constraint that ui

has unit length, i.e. that uT
i ui � 1 � 0. Using a Lagrange multiplier � i, these can be expressed

as the stationary points of

L � ui ��� i � � uT
i � ui � � i � uT

i ui � 1 � �

Differentiating with respect to ui and setting the result to zero yields

� ui � � iui � 0 �

But this is precisely the equation satisfied by the eigenvectors qi of � . Also, since we put the
eigenvectors in order of decreasing eigenvalue and require the directions ui to be in order of
decreasing variance, we find that, for all i, ui ��� qi and � 2

i � �
i � � i.

The principal components of a data set are therefore given by the eigenvectors of its co-
variance matrix, taken in order of decreasing eigenvalue. It is not hard to see from (3.8)
that transformation of the data into the principal component coefficients produces a repre-
sentation with a diagonal covariance matrix, and the coefficients are therefore decorrelated, a
property that we shall discuss further in Section 3.3.

There is a useful algorithm, known as singular value decomposition, for performing PCA
(Press et al., 1986, Chap. 2). This method is commonly used, and is practical and efficient, but
there has also been considerable interest in the ability of neural models to discover principal
components. Some of these models are discussed in the following section.

3.2 Neural networks as principal component analysers

There are close links between many unsupervised neural networks and the method of PCA
outlined above. Indeed several neural models have been designed explicitly for their ability
to find principal components. Some of these are discussed in this section, as a prelude to
seeing how we might develop networks that go beyond the limited capabilities of PCA as a
pattern-processing method. Fuller reviews may be found in Oja (1992), Haykin (1994), Baldi
and Hornik (1995) and, from an information theoretic viewpoint, Plumbley (1991).
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3.2.1 A single linear neuron with Hebbian learning

The linear model of a neuron i is simply one that takes its m inputs x j, multiplies them by
the strength of the ‘connection weight’ wi j from each, and sums the result to give an output
ai:

ai �
m

∑
j � 1

wi jx j

or equivalently in vector notation

ai � wT
i x � (3.9)

The neuron (henceforth less specifically termed a ‘unit’) ‘learns’ by changing its weight val-
ues. In self-organised networks, the rules governing weight changes are typically based on
the ‘Hebb synapse’:

When an axon of cell A is near enough to excite a cell B and repeatedly or per-
sistently takes part in firing it, some growth process or metabolic change takes
place in one or both cells such that A’s efficiency, as one of the cells firing B, is
increased (Hebb, 1949, p. 62).

The idea is attractive both because of its simplicity (being based purely on a correlation be-
tween firing patterns) and also because of its locality (all the information required to change
the strength of the coupling between two cells is already available at that point without
requiring any additional mechanism to deliver it). Although the Hebb synapse was only a
hypothesis in 1949, it has since been supported by considerable neurophysiological evidence
(see Brown et al., 1990, for a review). Its simplest mathematical interpretation is as

�
wi j � � x j � t � ai � t � � t (3.10)

where
�
wi j is the change (in time

�
t) to the weight of the connection from unit (‘cell’) i to

unit j, x j � t � and ai � t � are the outputs at time t of units j and i respectively and � is the rate at
which learning occurs. In a continuous-time system, we could integrate (3.10) to determine
weight values, but many neural networks, including those presented in this thesis, use a
discrete-time model, so that we may rewrite (3.10) in the form

�
wi j � � x jai (3.11)

where we have assumed unit time steps, and for simplicity removed the explicit time de-
pendency of the signals. Combining all inputs x j in a single equation, we may write

�
wi � � aix � (3.12)

The use of this rule is normally known as Hebbian learning. If we consider a single linear unit
with output a and weights w (Figure 3.1), a reasonable goal is for the unit to differentiate its
inputs as much as possible, or in other words to maximise its output variance � 2. If, as in
Section 3.1, we assume data x with zero mean, we have

� 2 � � � a2 � � � � � wTx � 2 � � wT � w
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w1

wmxm

x1

a

Figure 3.1: A single-unit ‘network.’ In this and subsequent network diagrams, a black circle
represents an input signal, and a large white circle a processing unit, labelled by its output
value. Signals are propagated along the connecting lines in the directions shown, with their
values multiplied by the associated weight. In this example, since all connections are in
one direction, the network is termed feedforward. Black dots indicate a number of similar
elements that have been omitted from the diagram for simplicity.

where � is the covariance matrix of the data, as previously. We also see that
� � 2

�
w � 2

� � ax �

which is precisely the direction taken (on average, assuming small steps) by (3.12). We there-
fore find that, for a single linear unit and zero-mean data, Hebbian learning attempts to
maximise the unit’s output variance. Without some constraint, this will result in the weight
values growing towards infinity.

If the problem is modified by adding the constraint that
�
w

� � 1, then we already know
from Section 3.1 that the optimal solution occurs when w � � q1 where q1 is the normalised
eigenvector of � with the largest eigenvalue. If the normalisation is applied as part of each
weight update, as suggested by Oja (1982), we have that

w j � t � 1 � � w j � t � � � a � t � x j � t ��
∑m

k � 1 � wk � t � � � a � t � xk � t � � 2
which, under the assumption that � is small, may be expanded as a power series in � to give

w j � t � 1 � � w j � t � � � a � t � � x j � t � � a � t � w j � t � � � � � � 2 �

where � � � 2 � represents second- and higher-order terms in � . This gives (since � is small) the
learning rule

�
w j � � a � x j � aw j � (3.13)

often known as ‘Oja’s rule.’ Under reasonable assumptions about the data, it may be shown
(Oja, 1982; Oja and Karhunen, 1985) that if the weight vector does not start out perpendicular
to q1 (such directions represent local maxima of variance), and if � � 0 at a suitable rate, then
w will indeed always converge to � q1 as desired.

Further analyses of this and other feature extraction algorithms are given by Kuan and
Hornik (1991) and Hornik and Kuan (1992). Full proofs of convergence is cases such as this
can be somewhat cumbersome, but the common underlying goal is one of achieving ‘on-
line’ learning, where the data points may be considered individually and sequentially. The
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techniques are closely related to a stochastic approximation algorithm proposed by Robbins
and Monro (1951). In particular, where the learning rule is the negative gradient of an error
function, it can be shown that an on-line learning process is guaranteed to converge to a
minimum providing that the learning rate obeys certain properties (see, for example Bishop,
1995, p. 46). This process is often known as stochastic gradient descent, and will be used in the
learning rules introduced in Chapter 4.

3.2.2 Networks of PCA units

We have seen that a single Hebbian unit will attempt to maximise its output variance, and
that a simple modification to the Hebbian rule will additionally cause the weight vector
to converge to unit length, thereby enabling it to find the first principal component of the
data. Clearly, if we were to produce a fully-connected feedforward network of many such
units, then all would converge to the same solution, so how can we construct a network that
extracts more than just the first principal component?

One simple solution makes use of the orthogonality of the principal components. A
single unit finds the first principal component of the data — if it subtracts this component
from the data and feeds the remainder to a second unit, this will find the first principal
component of its input, which will in fact be the second principal component of the original
data. This process may be repeated for as many units as we require principal components.
It is implemented simply by modifying the inputs x j in Oja’s rule (3.13) to

x � j � i � � x j �
i 	 1

∑
k � 1

wk jak

so that the effective input to the ith unit (for the purpose of learning) is the original input
minus the projection onto the subspace defined by all lower-numbered units. This procedure
was proposed by Sanger (1989) and is known as the ‘generalised Hebbian algorithm.’

An alternative approach is for the units in a network to compete via lateral inhibition, i.e.
adaptive inhibitory connections between the output units of the network that are intended
to prevent all units from becoming identical and extracting only the first principal compo-
nent. One such network was proposed by Földiák (1989) in which the feedforward weights
are updated using Oja’s rule (3.13) and the lateral weights follow a simple anti-Hebbian rule,
equivalent to normal Hebbian learning (3.11) but with the sign reversed. Because each unit is
connected to every other, this method is more symmetrical than Sanger’s essentially hierar-
chical approach. A hierarchy of units is useful in the particular case of PCA, where there is a
strict ordering of directions, but is less applicable to more general forms of feature extraction.

There are in fact a large number of neural PCA algorithms in a very similar vein to those
already mentioned proposed by, among others, Oja and Karhunen (1985), Rubner and Ta-
van (1989), Chauvin (1989b), Kung and Diamantaras (1990), Leen (1991) and Oja (1992).
Baldi and Hornik (1995) provide a useful analysis and comparison of these within a com-
mon framework.
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Figure 3.2: A feedforward autoencoder network. The first layer of connection weights are
represented by the matrix WA, and the second by WB.

3.2.3 The linear feedforward auto-encoder

Another approach to performing PCA with a neural network is to make use of a multi-layer
feedforward model commonly known as the multi-layer perceptron (MLP). The MLP is usu-
ally used as a supervised system, i.e. for every training input x presented to the network, there
is an associated ‘target’ t, with the aim being to minimise some measure of error between t
and the network’s actual outputs y. In the case of the auto-encoder, the targets are identical
to the inputs (t � x), and therefore, since the raw data x form the only input to the system,
the network could reasonably be called ‘unsupervised.’ Because, however, it is produced
by a simple modification to a supervised model, the MLP auto-encoder is more commonly
known as a ‘self-supervised’ method.

The simplest form of the network is shown in Figure 3.2, where we have m inputs, one
hidden layer of n units and m outputs, with n 
 m. By forcing the data through a ‘bottleneck’
of n units, and attempting to reconstruct the original from this representation alone, the hope
is that the intermediate representation a will give a compressed version of the data.

Assuming linear units (3.9), and representing the first and second layers of weights in
matrix form as WA and WB respectively, we see that

a � WA x

and
�
x � WB a � WBWA x �

We have already noted (in Section 3.1) that under the standard mean-square-error (MSE)
metric (3.6), and assuming zero-mean data, the optimum combined mapping WBWA is one
that forms an orthogonal projection onto the (m-dimensional) principal subspace of the data.
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It can be shown (Bourlard and Kamp, 1988; Baldi and Hornik, 1989) that the network of
Figure 3.2, trained using the standard back-propagation learning rule (Rumelhart et al., 1986)
will indeed produce such a projection.2 While the optimal mapping from input to output
(taken as a whole) is unique, the solution in terms of individual weight vectors, and hence of
the coding produced in the hidden layer, is highly under-constrained. The optimal weight
values may be expressed as

WA � CQT
n

WB � QnC 	 1
(3.14)

where the columns of Qn represent the first n principal components of the data, and C is any
invertible n � n matrix. In particular we note that the weight vectors responsible for pro-
ducing the internal representation a (the rows of WA) need be neither normal nor mutually
orthogonal. The lack of such constraints could be seen as a drawback, but we shall see later
(Chapter 5) that this leaves the door open to other, more useful constraints.

We may also note from (3.14), however, that in the special case where C � I, the weights
do indeed represent the orthonormal principal components directly, and further the weight
matrices WA and WB are transposes of one another. Using this fact, Baldi (1989) suggests a
learning algorithm that is likely to be faster, where the weights are initialised randomly, but
such that WB � WT

A, and weight updates are performed symmetrically so that this relation
continues to hold during training. The result is a direct extraction of the principal compo-
nents, and it is possible to show (Baldi and Hornik, 1995) that the resulting algorithm is a
multi-unit generalisation of Oja’s rule (3.13).

3.2.4 The SEC (Symmetric Error Correction) network

If we are going to link weights in different layers of the autoencoder, as just described, we
could equivalently imagine ‘folding over’ the network of Figure 3.2 so that the outputs
are combined with the inputs (where we have the target values anyway) and the signals
are passed first forward to the ‘hidden’ units and then back again to the inputs using the
same weights in each direction. A simple network architecture incorporating this form of
feedback, called the SEC (Symmetric Error Correction) network was described by Williams
(1985). A pattern x is presented to the network, and propagated forward to give the out-
put a � Wx (where W represents the weight values), and then back to the input using the
same weights to give a reconstructed input

�
x � WTa. The inputs then compute the differ-

ence between the feedback signal and the original input, giving an error signal (residual) of
r � x �

�
x. The individual weight vectors are then ‘corrected’ using

�
wi � � air (3.15)

which is identical to the basic Hebbian rule (3.12), but using the residual r in place of the
original input x. By substituting values for r and

�
x, (3.15) may be rewritten in matrix form as

�
W � � a � x � WTa � T

� (3.16)

2In fact the requirement for zero-mean data can be lifted by giving the units adjustable biases (as is usual in
the MLP model), but for simplicity all units are assumed here to have zero bias.
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A direct comparison of (3.16) with (3.13) shows that the former is a straightforward multi-
dimensional generalisation of the latter. Indeed this learning rule is identical both to the
‘subspace’ algorithm described by Oja (1989) and to the symmetrically updated version of
the autoencoder (Baldi, 1989) outlined above.

It is interesting that starting from different conceptual models, several researchers have
arrived at precisely the same algorithm. The reason for dwelling in particular on the SEC
network, however, is that it demonstrates the usefulness of feedback. It could well be argued
that the SEC network is the most ‘natural’ realisation of the algorithm, since it requires nei-
ther the linking of weights that are conceptually (and actually in a physical realisation) dis-
tant, nor the ‘nonlinear internal feedback’ included in Oja’s model. Furthermore, by adopt-
ing the feedback model, we find that learning can follow the simplest possible learning rule,
based solely on the correlation of local signals (3.15).

The value of feedback as a conceptual and physical model was noted by Hinton and
McClelland (1988) in a proposed method of ‘recirculation,’ which is essentially a nonlinear
generalisation of the SEC network. These ideas have also been incorporated into more recent
models such as the Helmholtz machine (Dayan et al., 1995). The generalisation and enhance-
ment of this type of feedback forms the conceptual basis for the network model introduced
in Chapter 4.

3.2.5 Do PCA neural networks have a role?

While interesting from a biological perspective, neural PCA models in their simplest form
have little practical use since they will almost always be outperformed by the method of
singular value decomposition.

Nevertheless, PCA networks could well have practical uses when extended in some way.
Xu and Yuille (1993, 1995), for example, look at the issue of building models that robustly
find principal components, even in the presence of outliers.

There is also scope for further constraining PCA networks in an attempt to find com-
ponents that are fully independent, rather than just decorrelated. We shall look at some of
these later in this chapter.

3.3 Some common misconceptions about PCA

Certain deficiencies of PCA are well known. In particular, because the ‘interestingness’ of
particular projections is based entirely on variance, it is highly sensitive to scaling of the
data. Because of this, it is common to advocate the normalisation of data before performing
PCA, but the very fact that scaling changes the results obtained suggests that the method is
not capturing the ‘true’ features of the data.

In their well-known work, Duda and Hart (1973) pointed out the deficiencies of tech-
niques such as PCA that consider only second order statistics by giving examples of very
different distributions that have identical second order statistics. Similar examples are recre-
ated in Figure 3.3. Despite this, and although many are well aware of the limitations, several
misconceptions about PCA are prevalent amongst those who know of and maybe even use
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Figure 3.3: Four data sets with identical second-order statistics (after Duda and Hart, 1973).
In fact their distributions are also all spherical (see Section 3.8.1) so that PCA is unable to
distinguish between any projection of these data onto orthogonal axes centred at the mean.

the method, but have not examined it in detail. Textbooks generally do little to dispel these
myths, and a few even perpetuate them. Some of the misconceptions are discussed below:

1. “A requirement for finding a decorrelated representation is that the features used are orthog-
onal.” While it is true that PCA produces a decorrelated representation by using or-
thogonal ‘features,’ there are in general a whole continuum of mappings that result in
decorrelated coefficients. PCA produces a unique solution from this continuum by im-
posing the constraint of orthogonality. This constraint is very useful from a computa-
tional point of view because it permits the sequential reduction employed by singular
value decomposition (Section 3.1) and hierarchical PCA networks (Section 3.2.2). In
terms of the solutions produced, when PCA is used for dimensionality reduction, the
constraint is somewhat arbitrary because the principal subspace is the same whether
the basis we choose is orthogonal or not. For feature detection, however, it means that
PCA can only find the ‘true’ features if they happen to be orthogonal. In general there
is no reason to suppose this to be the case.

2. “PCA gives us a representation with decorrelated values, which means that they are statis-
tically independent.” The English words ‘correlation’ and ‘dependence’ are virtually
synonymous. Unfortunately, ‘correlation’ in statistical literature is usually (and often
implicitly) used in relation only to second-order statistics, so that the diagonality of
a random variable’s covariance matrix is a sufficient condition for describing its ele-
ments as ‘decorrelated.’ This is a much weaker requirement than true statistical in-
dependence, so that while statistical independence certainly implies decorrelation, the
reverse implication is not valid. Such an implication is often made, however, resulting
in statements such as:
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The singular value decomposition defines a linear transformation from the
data to a new representation with statistically independent values � � � (Wan-
dell, 1995, p. 255).

3. “If we ignore statistics of higher than second order, we still get a reasonable approximation to
independent features, similar to the way, for example, that we find a reasonable approximation
to a function by ignoring higher-order terms in its Taylor expansion.” There is some truth in
this, in that a consideration of statistics only up to second order reduces the space of
all possible features to a subspace that contains the independent features (if they exist
within the model in question). This does not necessarily mean, however, that picking a
point from this subspace (either at random or by following some arbitrary constraint)
will necessarily result in a useful approximation to the independent components. With
any two-dimensional data, for example, and for any direction chosen at random as a
first feature, there is a second such that the resulting transformation gives decorrelated
coefficients.

4. “Granted, higher-order statistics are important: to address these we must consider nonlinear
models.” This is not necessarily true. In the case, for example, where the data x is gen-
erated according to x � Ŵâ for any invertible ‘mixing matrix’ Ŵ and a random vector
a with statistically independent elements, there is (of course) a linear transformation
that extracts the independent components from the data, given simply by Ŵ 	 1. Find-
ing Ŵ 	 1 from the data alone (i.e. without knowing Ŵ in advance) requires the use of
various nonlinear constraints on the model, but it is somewhat misleading to say that
the model itself must (in such cases) be nonlinear. The term ‘constrained linear model’
might be more appropriate. This problem is often termed blind deconvolution, and we
shall see some examples of it in Section 5.9.1.

These ideas may be illustrated with some simple examples. Consider a set of data generated
from two independent random variables, â1 and â2, both with zero-mean distributions of
unit variance. The variables may be combined to form a two-element column vector â. This
is then premultiplied by a mixing matrix Ŵ to give a vector x. The matrix Ŵ is given by:

Ŵ �
� � 1 cos ˆ�

1 � 1 sin ˆ�
1� 2 cos ˆ�

2 � 2 sin ˆ�
2 � �

Figure 3.4(a) shows a random sample of data x generated in this way for � 1 � 1 � � 2 � 2 � ˆ�
1 �

18 � � ˆ�
2 � 60 � and underlying random variables âi with Gaussian distributions. The orien-

tations ˆ�
1 and ˆ�

2 are shown with solid lines, and the principal components with dashed
lines. In the Gaussian case, it is not possible (with any technique) to recover the original
orientations: the principal components give the major and minor axes of the elliptical iso-
probability contours, and this is the best we can hope to do. Real distributions are very rarely
Gaussian, however, and there is plenty of scope for improvement with non-Gaussian data.
Figure 3.4(b) shows an example where the underlying distributions are more highly peaked
than a Gaussian, sometimes termed super-Gaussian. They were generated using a Weibull
distribution.
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Figure 3.4: Demonstrations of (a) the adequacy of PCA as a feature-detector when data are
normally distributed, and the impossibility of recovering the original components in this
case, and (b) the inadequacy of PCA in this respect when data are non-normally distributed.
Both sets of data have been created using a random sample from the linear superposition
of two one-dimensional distributions whose probability density functions are even. The
distributions are at orientations of 18 � and 60 � to the horizontal, as shown by the solid lines,
and their variances are 1 and 2 respectively. The dashed lines show the directions of the two
principal components. (a) was produced using two normal distributions, and (b) using two
double-tailed Weibull distributions (3.17), each with parameters ��� 1 and

� � 2
3 .

The p.d.f. of the (double-tailed) Weibull distribution is given by

p � x � ��� 	���	 �
x
��
 � 	 1 � exp

�
�


 �
x
���� � � � (3.17)

The use of this particular p.d.f. has no special significance — it merely provides (for 0 
 	 �
1) a reasonably generic super-Gaussian unimodal distribution from which it is easy to gen-
erate random samples (Dagpunar, 1988, p. 47). With � fixed at 1 and 	 � 1, the distribution
is identical to a Laplacian (double-tailed exponential), and becomes more highly peaked as
the value of 	 is decreased towards zero.

In this example, the underlying orientations (the independent components) are clearly
visible, but the principal components lie in very different directions. The situation is further
illustrated in Figure 3.5. This shows the (numerically calculated) zero-contours of the cor-
relation between two coefficients a1 and a2 obtained by projecting the data of Figure 3.4(b)
onto vectors at angles

�
1 and

�
2 to the horizontal.

We see that there is a continuum of possible pairs of vectors for which a1 and a2 are
decorrelated. PCA constrains the solution to two points by allowing only orthogonal sets of
vectors, and to a single point by ordering the components by decreasing variance.

However, the coefficients given by the PCA solution are not statistically independent,
and it is clear from Figure 3.4(b) that the vectors do not correspond to the ‘true’ features of
the data. A method that is able to determine the original angles ˆ�

1 and ˆ�
2 is often termed in-

dependent component analysis, and so these solutions are marked ICA in Figure 3.5. We could,
if desired, order by variance to obtain a unique solution, but this is a minor consideration.
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Figure 3.5: Graph of � 1 and � 2, the angles to the horizontal of two basis vectors, w1 and
w2, with the solid lines showing the values for which ��� a1a2 � � 0, where a1 and a2 are the
coordinates obtained by projecting the data of Figure 3.4(b), or equivalently of Figure 3.4(a),
onto w1 and w2. Since the directions are interchangeable, the graph has reflective symmetry
about the line � 1

� � 2 (shown dotted). The dashed lines show the values of � 1 and � 2 for
which w1 and w2 are orthogonal. The solution given by PCA, and the two possible ICA
solutions are marked with crosses.

We shall return to the issue of ICA later in this chapter (Section 3.8.2), and methods for
obtaining the desired solution for this particular example will be given in Chapter 5.

3.4 Projection and kernel methods

The technique of PCA may be described as a projection method (Zemel, 1993) — the codes that
it produces are created by projecting the data onto what might loosely be termed ‘interesting’
directions in the input space. This and other such methods generally produce distributed
representations, where each input vector is coded as a combination of some or all of the
component directions, with the output values representing the coordinates in the new space.

In contrast to this are a class of unsupervised techniques that we shall term kernel methods,
where local representations are formed by fitting each input vector to a single template, class,
or cluster. Another way of characterising the difference between the two types of method is
that while in a projection method, the individual outputs cooperate to build the representa-
tion, in a kernel method they compete.

In the following section we shall turn briefly from projection to kernel methods, before
examining why the best representations may often come from a combination of the two.

3.5 Vector quantisation and competitive learning

Vector quantisation (VQ) is a simple but effective unsupervised clustering technique (Gray,
1984). Each data vector is represented by a vector, known as a codeword, chosen from a lim-
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ited codebook. The codebook can be developed using the LBG learning algorithm (Linde,
Buzo, and Gray, 1980). This codes each training vector using the nearest (in Euclidean dis-
tance) available codeword and then updates each codeword to be the centroid of all the
training vectors that mapped to it. This process is iterated until a minimum of average distor-
tion between training vectors and the corresponding codewords is reached. Since Euclidean
distance is used, the objective function, as for PCA, is simply the mean-squared error (3.6).

Several neural network models work along similar lines. These use competitive learning,
where the standard feedforward model is augmented by direct connections between outputs
that cause them to compete for activation. These have negative weights so that a strong
output from one unit suppresses those of others around it, and the structure is therefore
known as lateral inhibition.

In its strongest form, the competition is so great that only a single unit (the ‘winner’) is ac-
tive at the end of the process, producing what is known as a winner-take-all (WTA) network.
While it may in theory be desirable to think in terms of lateral connections, in computer sim-
ulations it is usually more practical simply to ‘pick’ the winner after feedforward activation,
for example by choosing the unit with the largest output value. Learning is usually achieved
by moving the weight vector of the winning unit closer to the input vector (Rumelhart and
Zipser, 1985). When the distance measure used is Euclidean, this is simply an on-line version
of vector quantisation.

A common extension to this idea is to arrange the output units in a grid formation, and
for the learning rule to be applied not only to the winning unit but also to its neighbours.
This leads to a model known as the self-organising map (Kohonen, 1982, 1990). It creates
topographic maps that retain proximity relations in the data. This is a useful computational
simplification of a biological model proposed by von der Malsburg (1973), where cells excite
their close neighbours, but inhibit the activity of those that are more distant.

3.6 The limitations of single-cause models

All of the models in the previous section attempt to ascribe each input pattern to a single
cause, i.e. while they contain ‘templates’ for many possible features, they represent each pat-
tern using only one of them. In so doing, the models make a firm decision to place each
pattern in a single class or cluster. This unsupervised form of classification can have signifi-
cant advantages over cooperative projection methods, whose representations do not directly
allow subsequent processing to see what type of input has occurred. However, there are sev-
eral important limitations of these single-cause models:

� The techniques are beset by the curse of dimensionality (Bellman, 1961). If, for exam-
ple, the clusters of data are sited at fixed intervals over the entire input space, their
numbers increase exponentially with the number of input dimensions. Compare this
with projection methods such as PCA where the required number of outputs increases
at worst linearly. For large problems, single-cause models may require an infeasible
number of outputs to produce a complete or near-complete representation. Alterna-
tively, if the number of outputs is kept small, large amounts of information may be lost
by the mapping.
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� We have identified the decision-making property of a clustering technique as a po-
tential advantage over projection-based methods, but it can also be a weakness. A
decision implies a loss of information, a feature that is not necessarily desirable at an
early stage of processing (Section 2.3). Any ambiguity in the inputs, for example, is
often best passed on to higher levels of processing, where additional information may
be available to resolve it. This does not completely remove the role of an unsupervised
preprocessing step: the ideal system is arguably one that massages data into a form
that allows any subsequent decision-making process to be as simple as possible.

� The problems with a modelling scheme that generates a single winner also extend
into learning. In most unsupervised systems, parameter updates are a function of the
output values. Therefore if an incorrect decision (‘guess’) is made in determining the
winning output, the parameter updates will also be wrong. Such mistakes could quite
possibly throw the whole learning process off course. This idea that ‘wrong winners
lead to wrong learning’ is discussed further by Marshall (1995).

� The generalisation capabilities of a single-cause model are much weaker than those
where there are many active outputs. A pair of output vectors with different winners
are no more or less alike than any other such pair, so the generalisation properties lie
only in the extent to which different input values are mapped to the same winning
output. In a projection-based representation, by contrast, the similarity of two output
vectors is readily measured, for example by their separation in the output space. Hav-
ing said that, the self-organising map (Section 3.5) largely overcomes this limitation by
introducing a measure of proximity between output elements.

These are much the same issues that we came up against when discussing the relative merits
of local and distributed codes in Section 2.7, although there we were interested primarily
in representations rather than models. The close links reflect the fact that a code is tied
intimately to the model that generated it. Just as we concluded previously that a sparse rep-
resentation could give the best compromise solution, so here we find that both extremes of
single-cause kernel methods and fully distributed projection methods have their limitations,
and that the best systems may lie in the middle ground. This leads us to look at multiple-cause
models.

3.7 Multiple-cause models

It is common for there to be multiple separate causes, appearing in many different com-
binations, underlying the input patterns. In this case, the above limitations can largely be
overcome by adopting a representation that can contain several ‘active’ elements, for ex-
ample by extending VQ to use multiple codewords per pattern, or WTA networks to have
multiple winners. This section looks at a few examples of such systems.

3.7.1 Iterative competitive learning

The primary difficulty with multiple-cause models is that of striking the right balance be-
tween competition (needed to prevent many outputs from encoding the same features) and
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cooperation (needed to build a representation from a combination of features).
Rumelhart and Zipser (1985) used a fixed partitioning to separate a network into inde-

pendent competitive ‘pools’ of units, but in the absence of competition between pools, there
is a tendency for each to perform the same clustering of the input space. A simple solu-
tion to this problem is to activate the pools sequentially. This technique was used by Mozer
(1991) in an algorithm known as iterative competitive learning (ICL). Each stage of the acti-
vation process produces a single winner, and the corresponding feature is subtracted from
the data before it is fed to the next stage. This method is equivalent to an extension of VQ
known as multi-step VQ. The main problem with this sequential approach is its assumption
that features can be extracted unambiguously in a fixed order of priority. Where single pat-
terns contain several features of roughly equal importance (as is more common in real data),
sequential techniques cannot be guaranteed to find the best overall representation.

3.7.2 Cooperative vector quantisation

Another extension to the standard VQ algorithm is the method of cooperative vector quanti-
sation (CVQ) (Zemel, 1993; Hinton and Zemel, 1994). This uses several vector quantisers in
parallel, whose individual outputs, when combined, attempt to reconstruct the input.

The difficulty of training such a system is tackled by using an objective function based on
the minimum description length principle (Rissanen, 1978, 1985). The system’s objective func-
tion is a combination of the reconstruction error and an ‘activity cost,’ based on the outputs’
deviation from their expected values. We shall see very similar ideas used in Chapter 5.

3.7.3 EXIN networks

Marshall (1995) identifies four factors that an unsupervised system should deal with if it is
to produce a useful coding of a complex perceptual environment.

1. Context. Units that encode an individual feature of the environment should be sensi-
tive (where necessary) to the context in which that feature appears. Cohen and Gross-
berg (1986) illustrate the idea with the word ‘myself.’ Contained within the word are
several others such as ‘my,’ ‘self,’ and ‘elf.’ If we are to have one unit responding, say,
to ‘myself’ and a separate one to ‘elf,’ then the latter should respond to ‘elf’ in isolation,
but not when preceded by ‘mys.’ To achieve this type of coding, the system must take
the full context, and not just sub-patterns, into account.

2. Uncertainty. In real environments, patterns can be ambiguous and noisy. Where a pat-
tern is not matched by one or more of the system’s stored ‘prototypes,’ the uncertainty
should be represented in the system’s output. In this way it is possible to resolve ambi-
guities should further information subsequently become available. Conversely, if hard
decisions are made at this stage of processing (by using binary outputs, for example),
it is much more difficult to correct mistakes or resolve ambiguities later.

3. Multiplicity. Complex patterns are typically composed of subparts, possibly in many
different combinations. In such cases, it is sensible for the system to represent each sub-
pattern separately, and allow multiple outputs to be active when several patterns occur
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simultaneously. This overcomes the limitations of single-cause models, as discussed in
Section 3.6.

4. Scale. The system should be sensitive to features at a variety of scales. In competitive
networks, this may require careful balancing of the weights to ensure that outputs
representing ‘large’ features (those extending over many inputs, for example) do not
receive an unjustified advantage in competition. At the same time, according to Cohen
and Grossberg’s (1986) principle of perceptual grouping, the system should choose a
representation based on the largest (and therefore fewest) features that are compatible
with its model of the world.

Marshall introduces a system called an ‘EXIN’ (excitatory and inhibitory) network that ad-
dresses these issues. It uses excitatory feedforward and inhibitory lateral connections, with
separate learning rules for each, and its activation is governed by a set of coupled differential
equations.

While the EXIN network’s efficacy can be demonstrated on small examples, its practical-
ity is limited by the high computational cost of finding numerical solutions to the differential
equations governing its activation. In the absence of a clear objective function, it is also dif-
ficult to ascertain, except empirically, the system’s effectiveness and stability.

3.8 Projection methods beyond PCA

We shall return now to techniques of extracting features by making projections of the data.
We have already discussed the limitations of PCA in this respect, but there are other methods
that build upon its capabilities by introducing nonlinearities and/or taking higher order
statistics into account. The first step of several of these techniques is, in essence, to perform
PCA itself in a process known as sphering.

3.8.1 Data sphering

The coefficients obtained from a projection onto the principal components are decorrelated, i.e.
second-order dependencies are removed. It is common to make use of this property before
going on to consider higher order statistics by first sphering the data.3

Sphering is achieved (Fukunaga, 1990) simply by a linear scaling of the principal compo-
nent projection, such that each coefficient also has unit variance. For zero-mean data x, the
transformation is given by:

z � � 	 1 � 2 UTx

where U is the matrix whose columns represent the principal component directions (eigen-
vectors of the covariance matrix), and � is a diagonal matrix with elements equal to the
corresponding eigenvalues. The covariance of the sphered data z is therefore simply the
unit (identity) matrix.

3The technique is also known as whitening, but we shall avoid this term since it is sometimes used to describe
methods that remove all dependencies (not just those of second order) and is therefore in danger of breeding the
same confusion as exists between the terms ‘decorrelated’ and ‘independent.’
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If the data are truly a linear mixture of independent underlying components, then al-
though sphering will not itself extract the components, they may be obtained by an orthog-
onal projection of the sphered data. This is a very useful property of sphering: an example
is given in Figure 3.6(a), which shows a sphered version of the data set previously seen in
Figure 3.4(b). We see that the process has transformed the data such that the underlying
distributions are now at right angles to each other.

This property is used as a preprocessing step by several higher-order statistical tech-
niques since it means that they only need consider orthogonal projections. There are prob-
lems, however. Several arguments against the use of sphering are put forward in the dis-
cussion following a paper by Jones and Sibson (1987). These principally concern the lack of
robustness to outliers. An example is given in Figure 3.6(b), which shows a sphered version
of the same distribution as in (a), but after the addition of two outlying points. We see that
the desired directions are now far from orthogonal.

The danger is that if a method relies on using sphered data as its input, then it is heavily
dependent on the effectiveness of the sphering process. While techniques may be employed
to increase the robustness to outliers (e.g. Tukey and Tukey, 1981), these often have only
limited success.

A further problem occurs where dependencies between components are not fully linear.
An example is shown in Figure 3.6(c), where both linear and nonlinear terms have been used
to generate the data. The nonlinearity is apparent as a curve in one of the ‘arms’ of the distri-
bution, and an orthogonal projection would clearly no longer produce a fully independent
representation.

A third, and perhaps the most important, restriction of sphering as a preprocessing step
lies in its assumption that the number of independent components is no greater than the
dimensionality of the data. Figure 3.6(d) shows an example where this is not the case. The
data has again been sphered, but is obviously unable to represent the three independent
components orthogonally, since there can only ever be two orthogonal directions in two
dimensions! A projection that yields independent coefficients for this example requires an
overcomplete representation, an issue that will be discussed further in Chapter 5.

3.8.2 Independent component analysis

The process of taking a set of data and extracting components that are not just decorrelated,
but fully statistically independent, is generally referred to as independent component analysis
(ICA). Beyond that, however, the term is not well defined, and is used to refer to a wide
variety of techniques that contain different assumptions and limitations. The components
are often assumed to have undergone a linear mixing process such as we saw in Section 3.3.
In this case in particular, the process is also commonly referred to as blind source-separation
or blind deconvolution.

One system for blind source-separation, described by Jutten and Herault (1991), uses a
simple neural architecture with nonlinearities that attempt to capture higher order statistics.
The approach appears to be a useful heuristic that works well in some cases, but detailed
analysis is difficult, and such analysis as there is shows that there are many cases where the
system fails to produce the desired solutions (Comon et al., 1991; Sorouchyari, 1991).
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Figure 3.6: Graphs showing the effects of sphering on various distributions. (a) A sphered
version of the data previously shown in Figure 3.4(b), illustrating that the independent com-
ponents are made orthogonal under this transformation. (b) The same data, but with two
‘outliers’ added (at x1

� 0 and x2
��� 50) before sphering. (c) A sphered version of data

where the dependency between elements includes nonlinear terms (polynomials up to or-
der three). (d) Sphered data generated from three independent highly peaked distributions
in two dimensions.
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A much more solid theoretical basis for ICA is provided by Comon (1994). He proposes
a technique that is made computationally tractable by only needing to consider components
in a pairwise manner. This is sufficient when the underlying components are mixed purely
linearly, but is unlikely to produce maximally independent components in other cases, i.e.
where a linear model can reduce, but not fully remove redundancy.

Good results for source separation have been obtained by Bell and Sejnowski (1995) us-
ing an information maximisation (‘infomax’) technique, and the system has also been ap-
plied to audio and visual coding (Bell and Sejnowski, 1996, 1997). The underlying idea was
proposed by Laughlin (1981): when a signal is passed through a sigmoid nonlinearity, the re-
sulting entropy is maximised when the signal’s cumulative distribution function matches the
nonlinearity. The system performs this maximisation in an attempt to generate low entropy
representations. Improvements to the algorithm, and a maximum likelihood interpretation,
are offered by Cardoso (1996) and Mackay (1996).

Data-sphering can improve the performance of the infomax technique by removing sec-
ond order dependencies. Some other methods simplify matters by performing only orthog-
onal projections of sphered data (Karhunen et al., 1995; Oja, 1995). The limitations inherent
in this approach were discussed in Section 3.8.1.

3.8.3 Nonlinear PCA

Another extension to PCA is to allow projections that involve nonlinear warping of the in-
put space. We saw in Section 3.2.3 that a linear MLP architecture can perform a principal
subspace projection, so a seemingly useful extension would be to use nonlinear units, for
example by the standard technique of passing activation values through a sigmoid function
such as the hyperbolic tangent. However, Bourlard and Kamp (1988) showed that simply
introducing such nonlinearities into the two-layer architecture (Figure 3.2) still only yields a
principal subspace projection.

An advantage can be gained, however, by using a four-layer autoencoder architecture,
as shown in Figure 3.7. This performs two nonlinear mappings: a first FA on the input
vector x to give a ‘compact’ (reduced dimensionality) representation a, and a second FB that
generates the output values

�
x. The first and third hidden layers use nonlinear units, while

the second is linear. Since the aim of training is to reduce the differences between x and
�
x, the

mapping FB becomes the approximate inverse of FA. If the reconstruction error were zero,
then a would give a complete representation of x under a nonlinear mapping. The problem
in practice is that the nonlinearities, and the need to learn both the mapping and its inverse,
tend to produce many local minima in training. Nevertheless, successful applications of
this technique have been demonstrated by Kramer (1991) and Burel (1992). Hecht-Nielsen’s
(1995) ‘replicator’ neural networks have the same structure, but use a ‘stairstep’ function in
the middle hidden layer, thereby producing a quantised representation.

A method that incorporates general nonlinear mappings and attempts to produce inde-
pendent representations has recently been proposed by Parra et al. (1995, 1996).
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Figure 3.7: A nonlinear autoencoder network. Sigmoid functions are used in the first and
third hidden layers to generate the nonlinear mappings FA and FB respectively.

3.8.4 Projection pursuit

Another class of projection methods is known as projection pursuit (PP) (Huber, 1985; Jones
and Sibson, 1987). These search for ‘interesting’ projections of the input space, with the inter-
estingness being defined by a projection index. The index is some measure of the distribution
of coefficients obtained by projecting the data onto a particular direction. Most indices are
based on the distribution’s deviation from normality, for example by using entropy or the
fourth moment (kurtosis). The contention is that interesting projections result in highly non-
normal distributions, since directions picked at random tend to produce distributions that
are approximately normal.

Several neural implementations of PP have been explored. The BCM network of Bienen-
stock, Cooper, and Munro (1982), developed as a computational model of the visual cortex,
can be shown to perform a type of PP (Intrator, 1992; Intrator and Cooper, 1992). A feedback
network architecture that also performs PP is described by Fyfe and Baddeley (1995a,b).

3.9 Discussion

In this chapter we have looked at a number of unsupervised techniques for modelling data.
These can broadly be divided into projection methods, which perform a linear mapping of
the input space into a new ‘feature space,’ and kernel methods, where the input is matched
against a number of prototypes. The simplest projection methods perform principal com-
ponent analysis, and the simplest kernel methods are single-cause or winner-take-all (WTA)
models such as vector quantisation. Both approaches have strong limitations. The codes
they produce may be pictured as lying at opposite ends of a spectrum that ranges from fully
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highly nonlinearlinear

ICA, PP ICL, CVQ WTA, VQPCA

Kernel MethodsProjection Methods

local representationsdistributed representations sparse representations

multiple-cause models single-cause models

Figure 3.8: Various ways to characterise unsupervised methods. The distinction between
projection and kernel methods was made in Section 3.4. These may also be described by the
type of representations they produce (Section 2.7), or the nature of the underlying model.
Another variable in these methods is the linearity, which can vary from purely linear for
PCA to highly nonlinear for WTA models. The final line of the diagram shows the positions
on these scales of some of the techniques discussed in this chapter.

distributed to fully localised representations. In most cases, the ideal representation will lie
somewhere in between. This idea is depicted in Figure 3.8, which also shows some of the
methods lying in the ‘middle ground’ that have been mentioned in this chapter.

Against the background of such methods, the remainder of this thesis searches for new
and more powerful ways to produce codes that find the right balance between distribution
and locality. In the next chapter, we shall look at a new type of unsupervised network that
has been designed with this aim in mind. Initially it may be viewed as a simple extension
to PCA in which the orthogonality constraint has been removed, but later (in Chapter 5)
we shall see that this opens up the possibility of constraining the network in new ways that
enable us to generate more efficient representations.



Chapter 4

A Recurrent Network Model

In this chapter, we shall look at the unsupervised network model that forms the basis of
the remainder of this thesis. The model was developed with the aim of being as simple
as possible while at the same time retaining sufficient power for it to be applied generally.
Both these factors facilitate the modifications made to it in later chapters. The two-layer
structure of the network differs from the majority of neural network architectures in that it
incorporates feedback from the output to the first layer, and the model is dynamic in the sense
that it follows an iterative, or recurrent, method of activation.

While this recurrence requires a more complex method of activation than for standard
feedforward models, we shall see that this is balanced by much simpler learning rules, and
gives the network the flexibility to produce outputs ranging from highly sparse to fully dis-
tributed representations. Learning is entirely localised, which, as well as suggesting a good
degree of biological plausibility, has implications for possible parallel implementations of
the model which will be discussed further in Chapter 7.

The network is introduced, first in terms of its general aims and structure, and then with
the specific details of the activation and learning rules. The algorithm’s links to information
theory and maximum likelihood estimation are discussed, and its operation is demonstrated
with a number of examples. We shall begin, for simplicity and ease of analysis, with a
purely linear model. It will however quickly be augmented, in this and more especially in
subsequent chapters, with nonlinearities suited to the structure of specific environments.

The system will be referred to, because of its structural similarity to the SEC network
(Section 3.2.4), as a REC (Recurrent Error Correction) network.

4.1 Inhibitory feedback and recurrence

The problem that the REC network attempts to address is one of automatically producing
useful and efficient codes based solely on the properties of the data to be encoded. As dis-
cussed in Chapter 2, this can be characterised as an inverse problem (i.e. one of trying to infer
causes from observations) and such problems are in general hard.

The inverse problem exists on two different levels, and two different time-scales; the
system needs firstly to be able to infer the most likely causes for a particular set of inputs
(given its current model of the world), and secondly to infer the most likely world-model
over a whole series of inputs (under any constraints we might place on the nature of possible
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Figure 4.1: (a) A general framework for an unsupervised system, where changes to the mod-
els are driven by differences between the original and reconstructed inputs. (b) A variation
on the previous model where the internal representation also becomes the subject of iterative
adaptation.

models). Many network algorithms address only the second issue directly, and rely on the
fact that in their final state they will be able to solve the first. A different approach is taken
here — the inference problem is tackled for every pattern presented to the network, with the
results from this subproblem being used to drive the modelling of the data set as a whole.

A useful concept now commonly used in this area is to think of the system in terms of
both inverse, or recognition, and forward, or generative models (e.g. Dayan et al., 1995). A
general modelling framework that makes use of these ideas is shown in Figure 4.1(a). An
internal representation of the environment is produced by applying a recognition model to
the input. A subsequent application of a generative model to this representation attempts
to reconstruct the input; differences between the original and reconstructed inputs may be
used to improve both recognition and generative models. The exact methods for measuring
differences and adapting the models will depend on the relative importance to the system
of various properties of the input. The SEC network, discussed in Section 3.2.4, fits exactly
into this feedback model, and, as pointed out by Saund (1994), a large number of other error-
driven unsupervised learning models may be viewed in this way.

A slightly modified form of this model is shown in Figure 4.1(b). Here, a comparison
between the original and reconstructed inputs is also used (via an incremental form of the
recognition model) to iteratively adapt the internal representation (it is usual to assume that
this occurs on a much faster time-scale than adaptation of the models). The advantage of
this approach is that the role of the recognition model is much reduced. Because it is now
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driven by differences between the original and reconstructed inputs, it needs only to be able
to move the internal representation toward the correct values, although the better it is at this
the fewer the iterations required to achieve convergence.

This is useful, firstly because it means that only one of the two models needs to be learnt
accurately, and secondly because, as mentioned at the beginning of this section, it is the
recognition model (corresponding to the inverse problem) that is the more difficult to find.
We tackle the inference problem by guessing, testing the guess, and using the result to im-
prove it, a technique known as ‘analysis-by-synthesis.’

Iterative approaches in general are commonly used for solving modelling problems (e.g.
Ljung and Söderström, 1983). Analysis-by-synthesis in particular is the principle underlying
‘Pattern Theory,’ introduced by Grenander (1976–81). It was proposed as a role for feedback
in the brain by Mackay (1956), an idea that has been supported more recently by Pece (1992),
Mumford (1992, 1994), Barlow (1994) and Ullman (1994), and is backed by recent physiolog-
ical evidence (Murphy and Sillito, 1996, and references therein). Feedback of this type may
also be found in a number of other neural network models (e.g. Carpenter and Grossberg,
1987; Neal, 1992; Kawato et al., 1993; Wada and Kawato, 1993; Fyfe and Baddeley, 1995b).

4.2 Network architecture and activation rules

The REC network closely follows the model of Figure 4.1(b). As is standard for neural net-
works, the space of all possible models is restricted to a single, parameterised, model, with the
parameters being represented by the network’s weight values.

The basic network assumes a linear generative model. This is a very large assumption,
and a major limitation of the approach, since few real-world features (which we wish the
network to mimic) behave in this way. Nevertheless, it is a useful starting point since a
linear model lends itself readily to mathematical analysis, and some of the limitations will
be addressed in Chapter 6. Furthermore, we shall see that the linear assumption allows the
generative and incremental recognition models to be very closely linked.

The REC network model is shown in Figure 4.2. The method for activating it is mathe-
matically equivalent to a neural network algorithm proposed by Daugman (1988), but this
model used three layers, with the weights rather than output values converging to the de-
sired representation. Pece (1992) reformulated the network as a two layer model very similar
to that presented here, and linked it to the physiology of the visual system, but this work was
not extended to include learning. Ideas very similar to those presented here were also de-
veloped independently and concurrently by Olshausen and Field (1996a,b).

Certain aspects of the following discussion, and the subsequent derivation of the Heb-
bian learning rule in Section 4.7, closely follow the presentation of principal component anal-
ysis made in Section 3.1. We shall see in particular that the resulting objective function is the
same, and that the basic network model thus finds the principal subspace of its data.

The network has m inputs and n outputs. The input vector x � � x1 � � � � � xm � T is fed to a
first layer of units which form the sum of the input and the feedback from the second layer,
to give a vector r � � r1 � � � � � rm � T. The feedforward weights to the ith unit in the second layer
are denoted by the vector wi � � wi1 � � � � � wim � T. The feedback weights from the same unit
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Figure 4.2: The REC network model used to find the optimal (in terms of Euclidean dis-
tance) re-representation of the input pattern within the constraints of the current weight val-
ues. The symbols within the circles represent the units’ outputs, as given by Equations (4.1)
and (4.2).

have equal magnitude but the opposite sign, and so the output from the first layer is given
by

r � x �
n

∑
k � 1

akwk � (4.1)

The network’s output vector is denoted by a � � a1 � � � � � an � T. Following the recurrent ap-
proach described in Section 4.1, the components of a are not calculated directly. Instead their
values, initially zero, are updated using the following rule:

�
ai � � rTwi (4.2)

where � is an adjustable rate (0 
 � � 1). After each update of the ai under (4.2), r is recal-
culated using (4.1), and so, substituting (4.1) into (4.2), we have that

�
ai � � � x �

n

∑
k � 1

akwk � Twi � (4.3)

Having summarised, in (4.3), the dynamics of the activation process, we are now in a posi-
tion to ask what it achieves. The network’s aim is to map the input vector x into a new vector
space described by the weight vectors wi. In the case where the weight vectors fail to span
the input space fully, or in other words to form a complete basis for the transformation (typ-
ically because n 
 m), we can apply the linear generative model to attempt to reconstruct
the original input from the representation in the reduced space. The reconstructed input is
given by

�
x �

n

∑
i � 0

aiwi � (4.4)
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In order to measure how successful this has been, we may use, as for PCA in Section 3.1,
an error function given by the squared norm of the difference between the original and the
reconstructed inputs:

Er � �
x �

�
x
� 2

� (4.5)

The partial derivatives of this objective function with respect to the outputs a i are given by
�

Er
�

ai
� � 2 � x � �

x � Twi

� � 2 � x �
n

∑
k � 1

akwk � Twi �

(4.6)

By comparing the derivatives (4.6) with the output update rule (4.3) we see that

�
ai � �

�

2

�
Er

�
ai

or in vector form

�
a � �

�

2
�

aEr

where
�

is the gradient operator. We find therefore that the output update rule (4.3) per-
forms gradient descent on the error function (4.5). The function is quadratic in each element
of a, and so we are guaranteed a single, global minimum of Er, providing that the weight
vectors are linearly independent.1 In the network’s equilibrium state (

�
a � 0), the partial

derivatives of Er with respect to all the outputs will be zero, and thus the global minimum
for Er will have been reached. We may note in passing that in this state, we find from (4.6)
and (4.4) that

�
i � rTwi � 0

or, in words, that the residual vector is orthogonal to all the weight vectors. A directly
analogous result is found in the design of optimal linear filters, where it is known as the
principle of orthogonality (Haykin, 1996, p. 197).

4.3 Feedback as a competitive mechanism

In the special case where the weight vectors are orthonormal, the transformation outlined
above could simply be done by computing the projection of the input pattern onto each
weight vector by forming the inner product xTwi. This can be achieved by a single forward
pass of the REC network with � � 1, and is equivalent to activating a simple feedforward
linear network.

The purely feedforward Hebbian networks discussed in Chapter 3 relied on the orthonor-
mality (or at least orthogonality) of their weight vectors after learning in order to produce
outputs that minimised the sum-squared error function. Without orthogonality, the outputs

1If this is not the case then the problem is under-constrained. One method for resolving the ambiguity is
mentioned in Section 4.5, and others, directly tailored to producing efficient codes, are explored in Chapter 5.
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must interact in some way to produce the desired mapping. This interaction has typically
been achieved by lateral (‘competitive’) connections between the outputs (Section 3.5), but
requires an additional learning rule to adapt these extra weights, and means that the map-
ping will again only be ‘correct’ (in the least-squares sense) after learning.

The REC network may also be viewed as a competitive model, but with the advantages
that no extra weights are needed and that the reconstruction error (4.5) is always minimised.
The competition is achieved not by lateral connections, but by negative feedback: when
an output unit becomes active, it ‘claims’ that part of the input to which it responded by
subtracting it from the outputs of the first layer, and thus preventing any other unit from
responding to the same feature. In this way, exactly the right amount of competition is pro-
duced: if a single unit is capable of claiming the entire input pattern, then it will prevent any
other units from responding at all; at the other extreme, if all the active units are responding
to separate (mutually orthogonal) features, then there will be no competition between them,
and the responses will be the same as if there were no feedback connections.

Although the REC network has been presented as a feedback model here, it is also pos-
sible to view its operation in terms of direct lateral inhibition. Olshausen and Field (1996b)
expressed mathematically equivalent network dynamics using a recurrent inhibitory term
between two output units i and j equal to the scalar product of their respective weight vec-
tors (wT

i w j). The concept of a feedback model is retained throughout this thesis, however,
and will prove particularly useful when generalising to various nonlinear mixture models
in Chapter 6.

4.4 Static and dynamic network units

A close look at the algorithm set out in Section 4.2 for activating the REC network reveals
a crucial difference between the behaviour of first- and second-layer units. While the out-
put of units in the first layer is determined in a static manner based solely on their current
input (4.1), the second-layer units, by contrast, behave more dynamically — they use (some
fraction of) their input to update their current state (4.2).

To enable both types of unit to exist in a common framework, we can say that a general
discrete-time dynamic model of a linear unit is given by

a � t � 1 � ��� a � t � � � I � t �
where I � t � is shorthand for the sum of all external inputs to the unit at time t. From this
we see that � represents a ‘forgetting’ or ‘leakiness’ factor and � is the rate at which external
inputs are incorporated into the unit’s activity. In the REC model, we have that � � 0 and � �
1 for the first-layer units, and � � 1 for the output units with � an adjustable parameter, as
introduced in Equation (4.2). The values for � mean that units in the first layer have no state
(memory), while those in the second have perfect memory. Pece (1992) noted that these are
unrealistic assumptions for a model of a physical system, but showed that a physiologically
plausible dynamic model could nevertheless closely approximate the behaviour of the ‘ideal’
network discussed here.

It is important to understand these differences between the characteristics of the different
layers of units, because it makes clear the distinction between the REC network and some
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other similarly structured network models. Plumbley (1991, Chap. 5), for example, intro-
duces a number of network models for which it is assumed that all units are memoryless, so
that while, in particular, his ‘skew-symmetric network’ has an apparently identical structure
to the REC model, the mapping it produces is wholly different.

4.5 Practical minimisation techniques

Before attempting to use the REC network in any experiments, we need to address the prac-
tical issue of how it is activated. The algorithm set out in Section 4.2 performs gradient
descent on the reconstruction error, with the rate controlled by the parameter � . However,
simple gradient descent with a fixed rate � is a notoriously bad minimisation technique, as
it tends to be unstable if � is too large, and slow if � is too small (see, for example, Bishop,
1995, p. 264).

So while it is interesting that a simple dynamic model as set out above minimises the
reconstruction error, it may be useful for practical reasons to seek more efficient means to
achieve the same goal.

We should note first that we are dealing at the moment with a purely linear model, and
looking for a least squares solution (i.e. the minimum of

�
WTa � x

� 2) — this is something that
linear algebra is well qualified to provide us with. In the simplest case, where the number of
outputs n is equal to the number of inputs m, and all weight vectors (rows of W) are linearly
independent, we can solve the problem

x � WTa

for a exactly by computing

a � � WT � 	 1x � (4.7)

When the rows of W are still linearly independent, but n 
 m, the least squares solution is
given by use of the so-called ‘normal equations’ (Strang, 1988, p. 156), which yield

a � � WWT � 	 1Wx � (4.8)

In all other cases, i.e. when the rows of W are linearly dependent (as must be the case when
n � m), a useful solution may still be obtained using the pseudoinverse of WT, denoted as

� WT � 
 :

a � � WT � 
 x � (4.9)

The pseudoinverse can be calculated directly from the singular value decomposition of a
matrix (Strang, 1988, p. 449), and resolves the underdetermined nature of the problem in
this case by finding the minimum length vector a that fulfils the least squares criterion.

Equations (4.7), (4.8) and (4.9) between them produce least squares solutions for all pos-
sible forms of the weight matrix W. In fact the pseudoinverse alone covers all three eventu-
alities, and since it can be obtained using a robust and efficient algorithm, it might seem that
we need look no further for a suitable optimisation method.
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Unfortunately, however, almost all of the networks used in this and subsequent chapters
are not entirely linear, with constraints being applied either by hard limits on the output val-
ues, or in the form of penalty functions. In these circumstances, more general minimisation
techniques are required. The linear solutions were introduced here, however, in order to
note that if there is an opportunity to use them, they will give a highly efficient method for
determining the network outputs. In particular we may note that for a fixed set of weights,
the pseudoinverse need be calculated only once, with subsequent network activation being
no more costly than a matrix multiplication. Problems may arise, however, when the weight
matrix is ill-conditioned, a point discussed further in Chapter 7.

Most general-purpose minimisers, such as may be found in books on numerical analysis,
should be applicable to the network activation process. Except where otherwise noted, all
of the simulations described in this thesis used an efficient conjugate gradient method due
to David Mackay,2 or, where hard limits on output values were required, a constrained vari-
able metric (or quasi-Newton) method due to Gill and Murray (1976) and available as routine
E04KA in the NAG Fortran library (Numerical Algorithms Group, 1996). The dynamic net-
work model itself will not be completely abandoned, however, and we shall see in Chapter 7
that in certain cases the approximations obtained by just a few iterations of gradient descent
are sufficient to produce good results.

4.6 A simple activation experiment

We looked in Section 3.7.3 at the ‘EXIN’ network developed by Marshall (1995) in order to
tackle the problems of context, uncertainty, multiplicity and scale in a perceptual environ-
ment. As the basis for a number of experiments to demonstrate the network’s behaviour in
these respects, Marshall used a simple set of binary-coded inputs. The code has six bits, and
can conveniently be notated by assigning a letter (a to f ) to each of the bits and denoting the
presence of each ‘1’ by the corresponding letter, so that, for example, the pattern ‘111000’ is
labelled ‘abc.’ In the simplest example, there are just six distinct patterns — a, ab, abc, cd, de,
and def.

The aim of this experiment was to see how well the REC network performs in comparison
with the method for activating the EXIN network, and with regard to the requirements for a
self-organising system set out by Marshall.

A network of six inputs and six outputs was used here, and in order to concentrate solely
on the activation, the weights were fixed in advance, with each output unit’s weight vector
wi set equal to a different one of the six patterns listed above. In this configuration, the
network was presented in turn with each of the sixty-four possible binary input patterns.
Crucially, the network’s outputs were constrained to be non-negative. This constraint will
be discussed in more detail in Section 5.2, but for now we can justify its use by saying that,
in the framework that the problem is posed, there is no natural interpretation for negative
coefficients of the underlying features.

The sixty-four different patterns, and the corresponding network outputs, are shown in
Figure 4.3. The results demonstrate that the network behaves sensibly in respect of Mar-

2Code available via the World-Wide Web from ���������	����

�������
�����������	�������	����������� �!���"�����
�
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Figure 4.3: The responses of a ‘pre-wired’ REC network to all possible six-digit binary input
patterns. Each of the 64 subfigures is a representation of the network in its stable state for
the corresponding input pattern. The six small circles on the left of each subfigure represent
the inputs x, the larger ones in the middle the first-layer outputs r, and those on the right the
network outputs a. An empty circle denotes a zero value. Positive values (in the range � 0, 1 � )
are represented by the fractional area of each circle that is filled. The magnitudes of negative
values are similarly represented, but with a horizontal line indicating the extent of the ‘filled’
area below it. The lines connecting the larger circles represent (forward) weight values of 1.
Where there is no line, the corresponding weight value is 0. The boxed subfigures denote
the six patterns that are the pre-wired ‘features.’
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shall’s four requirements:

1. Context. The network’s outputs are context-sensitive, as required, in the sense that
an output may not respond at all, even if its preferred feature appears in the input, if
another unit produces a better match. The pattern ab (row 1, column 8 of Figure 4.3),
for example, results in an output from the ‘ab-detector’ alone. Neither the a nor the abc
units produce any response.

2. Uncertainty. When no exact match is possible, the network produces partial responses
from related units, so that, for example, the input pattern c (row 1, column 4) results in
a partial response from the abc and cd units.

3. Multiplicity. Where the input is the (linear) superposition of two features, both of the
corresponding units become active, resulting, for example, in full responses from both
the a and cd units for the input pattern acd (row 4, column 3). Note, however, that in a
binary environment such as this, we might expect the superposition of two overlapping
features, such as cd and de to result in their logical OR (cde). This issue is tackled in
Chapter 6.

4. Scale. The response of output units is independent of the scale of the features they
represent, so that, for example, the ‘small’ feature a produces exactly the same response
from the a-detector (row 1, column 2) as the ‘large’ feature abc does from its detector
(row 3, column 7).

Recalling that the outputs from the first layer of processing units represent the ‘residual’
(difference between input and reconstruction), we can see for each pattern how close the
network was to representing it fully. Without the non-negative constraint on the outputs,
the network would have been able to reconstruct every pattern exactly, since the six weight
vectors are linearly independent, and therefore span the entire six-dimensional input space.
Furthermore, as noted in Section 4.5, we could have achieved such a mapping with an en-
tirely feedforward linear network with a weight matrix the inverse of that used here. While
this would result in the same output values for any pattern that resulted in a zero residual in
Figure 4.3, every other pattern would produce one or more negative output values. The in-
put b, for example, is interpreted by the constrained network (row 1, column 2 of Figure 4.3)
as a partial ab (plus noise), but as ab minus a when negative coefficients are allowed.

The activation of the REC network, therefore, based on a relatively simple model, and
equivalent to a constrained SSE minimisation, appears to fulfil Marshall’s requirements for
a flexible and general-purpose self-organising system. As yet, however, we have no means of
achieving self-organising behaviour by updating the weight values — this issue is addressed
in the next section.

4.7 Learning rules

The activation process finds the output values that minimise the reconstruction error Er for
a fixed set of weights and a particular input vector. A reasonable goal for learning is to
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minimise the same measure, but now averaged over all input patterns, i.e.

ER � � � � x � �
x
� 2 � � (4.10)

Differentiating ER with respect to the individual weight values wi j, we find that
�

ER
�

wi j
�

�

�
wi j

� � � x � �
x
� 2 �

�	� 2
� � � x � �
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� �
x

�
wi j � �

(4.11)

Differentiating each element of
�
x in (4.4) gives

� �
xk

�
wi j

�
�

ai
�

wi j
wik � �

jkai � (4.12)

Substituting (4.12) into (4.11), we find that
�

ER
�

wi j
��� 2

� � �
ai

�
wi j

� x � �
x � Twi � � x j �

�
x j � � ai � � (4.13)

But we know from (4.6) that � x � �
x � Twi � 0 as a result of the activation process,3 so that (4.13)

reduces to
�

ER
�

wi j
��� 2

� � � x j �
�
x j � � ai �

��� 2
� � r jai � �

(4.14)

Converting this gradient into an ‘online’ learning rule in the usual way (as discussed in
Section 3.2.1) gives:

�
wi � � air � (4.15)

where � is the learning rate. This is the Hebbian learning rule in its simplest form, based
on correlations between the outputs of the first- and second-layer units (c.f. Equation 3.12).
Conceptually, this means that during learning, any active unit will attempt to take on re-
sponsibility for any ‘unexplained’ part of the input (as represented by the residual vector r)
in proportion to its activity. Mathematically, we see from (4.14) that it performs stochastic
gradient descent on the overall reconstruction error.

We have assumed in this derivation that, for each input pattern, the outputs have reached
their stable values before weight updates are calculated. This approach is justifiable when
considering the network as a single dynamic system since, as mentioned in Section 4.1, it is
usual to assume that the learning process occurs at a much slower rate than the activation.
Implicit in this whole approach, however, is the assumption that input is in the form of a
series of discrete patterns, each held stable for long enough for the activation and weight
update processes to complete. Some of the issues related to extending these techniques to
continuous temporal patterns are discussed in Section 8.3.

3The steps leading to this simplification have been given in full here for our particular choice of error func-
tion (4.10). Appendix A shows that this is one case of a property that holds more generally, a result that will be
useful when considering modifications to the REC network in Chapters 5 and 6.
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Hebbian learning, as given by (4.15), is not the only possible form of learning rule for
the REC network. A slight variant may be more appropriate, for example, in environments
that are primarily single-cause, i.e. where the majority of patterns are assumed to be produced
by the presence of a single feature. This is the assumption made by winner-take-all (WTA)
networks (Section 3.5) and most clustering algorithms. In this case we may use a ‘greedy’
learning rule where an active unit attempts to claim the entire input pattern:

�
wi � � ai � x � wi � � (4.16)

The relationship to learning in WTA networks is easily seen because (4.16) is equivalent
to (4.15) exactly in the case where just one second-layer unit is active with an output of one.
Although the learning rule in this case is similar to that of WTA networks, in using it we still
retain the flexibility of the REC network fully to represent multiple or ambiguous patterns
should they appear.

Some simple experiments with a rule of this type appear in Harpur and Prager (1994).
Since, however, the primary aim of this work is to find multiple-cause models, the learning
rule (4.16) will not be explored further here.

4.8 Novelty detection

Some neural network models, such as Kohonen’s (1989) ‘novelty filter,’ are intended primar-
ily to signal the presence of patterns that are significantly different from those the system has
previously learnt. In the REC network, the magnitude of the residual r, as determined by the
stable-state responses of the first-layer units, may be used as a measure of ‘novelty,’ since a
large response indicates that the network’s current weight vectors are not well-matched to
the features present in the input. Simple examples of this may be seen in Figure 4.3. The
magnitude of r is given directly by the reconstruction error Er (4.1), a value that will nor-
mally be available ‘for free’ if a general-purpose optimiser has been used to activate the
network.

If the error Er exceeds some threshold � , then we could say that the network has failed
to represent the input pattern. A simple application of this could be that if Er ��� , then in-
stead of the making the normal small adjustments to weight values via the learning rule, the
weight vector for some uncommitted output unit (i.e. one that has shown very little activity in
the past) is set equal to the entire current residual r, or in the case of ‘greedy’ learning (4.16)
to the entire input pattern x. This scheme could potentially speed up the learning process by
having weight vectors ‘jump’ directly to plausible values, and could also help where learning
has become stuck in a local minimum. The value 1

�
� plays a very similar role to the vigilance

parameter in Adaptive Resonance Theory (ART) networks (Carpenter and Grossberg, 1987).
Although this technique has been used successfully in several experiments with the REC

model to speed up the learning process, it is not explored further here because it is essentially
an ad hoc method which, though potentially useful, does not help with our understanding of
the underlying algorithm. However we shall return briefly to this issue in Section 8.3.
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4.9 Relationship to some previous models

We looked in the previous chapter at a number of self-organising models, many of which
have been the subject of a considerable amount of research. It is reasonable therefore to
ask how the model presented here contrasts with those developed previously. To this end,
we may note a number of comparisons between the REC network and those discussed in
Chapter 3:

Single Hebbian units. We saw in Section 3.2.1 that Hebbian learning gives a simple, local
means of adjusting weights. We have been able to retain this form of learning with
the REC model. Furthermore, while in the purely feedforward case Hebbian learning
has the problem of the weights increasing without bound, the REC network avoids
this because the weight updates (4.15) are based on an error signal rather than the raw
input.

Oja’s rule. In order to deal with the problem of unbounded weights, Oja’s rule introduces
an extra term whose sole purpose is to produce normalised weight vectors. As already
noted, the REC network does not in general need to bound the weights in this way, but
if in particular cases such constraints are required, there is no reason why Oja’s rule (or
some other method for weight normalisation) should not be applied.

PCA networks. A number of networks that find the principal components of their inputs
were discussed in Section 3.2.2. We saw in Section 3.1 that the principal components are
orthogonal, so these networks correspondingly ensure (by various means) that their
weight vectors are orthogonal at convergence. For a more general feature-detecting
network, it is important that this constraint be removed, and we have seen that the
REC network is able to minimise reconstruction error without the requirement for or-
thogonal weight vectors.

Principal subspace networks. There are a number of self-organising networks, such as
those proposed by Plumbley (1991), that find a (potentially non-orthogonal) princi-
pal subspace of their inputs. The REC network, by virtue of its error function, is such
a network, but the crucial difference to previous models is that the REC network at-
tempts to minimise error at both the activation and learning stages. This has no great
benefit in the unconstrained linear case, but will become important when constraints
are applied in the experiments of Section 4.12 and in Chapter 5.

MLP auto-encoders. The linear MLP auto-encoder, as described in Section 3.2.3, finds the
principal subspace of its inputs. The non-linear generalisation of this (Section 3.2.3)
performs an analogous function, but no longer assumes a linear generative model for
the data. In both of these models, however, the learning procedure is made more com-
plex by the fact that the network is required to learn weights for both the generative
model and its inverse (the recognition model) simultaneously. The REC network, by
contrast, only needs to learn generative weights, which is in general the easier prob-
lem, with the recognition model being supplied ‘on the fly’ by the activation process.
A useful side-effect of this is that in the REC model, all of the weights relate directly
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to the features represented by the network, and furthermore each feature is localised
as the weight vector of a single output unit. In contrast to the auto-encoder model,
therefore, a new feature may be added without altering any of the existing weights.

The SEC network. The Symmetric Error Correction network (Section 3.2.4) has an almost
identical structure to the REC architecture (as shown in Figure 4.2). The crucial differ-
ence is the extra generality of the REC model resulting from the use of dynamic output
units and a recurrent activation procedure.

WTA networks. A ‘winner-take-all’ procedure forms the basis of several self-organising sys-
tems (Section 3.5). As compared with this form of activation, the REC network is able
to represent patterns where multiple causes have combined to produce the data. This
ability is likely to be important, particularly in the early stages of processing complex
data, to avoid the loss of significant amounts of information without the need for very
large numbers of units.

Lateral inhibition networks. One method of making more flexible the very strong compe-
tition inherent in WTA networks is to introduce (adjustable) lateral inhibition between
units, as discussed in Section 3.5. Commonly the weight values for the lateral connec-
tions are determined by an anti-Hebbian rule. It is clear that the need to learn an extra
set of weight values increases the complexity of training. In Section 4.3 it was argued
that the REC model obtains (via feedback) just the right amount of inhibition without
the need for these extra parameters. It was also mentioned however that it is possi-
ble to think of the REC network’s operation in terms of lateral inhibition rather than
feedback if so desired.

EXIN networks. A comparison of the REC network to various aspects of the EXIN model
(Section 3.7.3) was made in Section 4.6, because several of the principles embodied by
the model are highly desirable for self-organising networks. The properties of the two
in respect of activation were found to be very similar, and indeed the REC model was
originally developed by this author as an attempt to mimic EXIN networks (Harpur
and Prager, 1994). The principal advantages of the REC network are firstly that there
is a clear objective function, and secondly that activation is less computationally ex-
pensive.

‘ICA’ networks. Various models that make use of higher order statistics were discussed in
Section 3.8.2. Several of these require their data to be sphered because, as extensions to
PCA networks, they retain the constraint that their weight vectors must be orthogonal
at convergence. Some limitations of this approach were pointed out in Section 3.8.1.
The REC network does not have the orthogonal constraint, but nor does it yet have
any ability to deal with higher order statistics. This issue will be tackled in Chapter 5,
at which point it will be possible to make a fuller comparison of the REC model with
these and other ICA techniques.
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4.10 Minimum reconstruction error as maximum likelihood

We have seen above that activation of the REC network finds a coding that, when used with
the current weight values to linearly reconstruct the input, minimises the sum of the squares
of differences between the original and reconstructed input values (4.5). Equivalently, it
finds the reconstruction that is the closest (in terms of Euclidean distance in the input space)
to the original input.

This is clearly useful, but what in theoretical terms does it achieve? Let us assume that
the network is a ‘correct’ model of the environment, i.e. that both the weight values and the
linear model itself exactly fit the way that patterns are produced. Under these (somewhat
fanciful) assumptions, the network will be able to reconstruct exactly every pattern presented
to it. In a slightly more realistic model, we may assume that the input has been additively
corrupted by a random ‘noise’ vector � , giving

x � x̂ ��� (4.17)

with the signal x̂ and noise � independent. Since the network models x̂ but not � , it can no
longer be guaranteed to produce an exact reconstruction of the input, but what we can ask is
that the reconstruction

�
x be set to the most likely value of x̂ that could have resulted in input

x, i.e.

�
x � arg max

x̂
p � x � x̂ � � (4.18)

This is known as a maximum likelihood approach. Using the relationship (4.17) along with its
independence assumption, it is not too hard to see that p � x � x̂ � is in fact given by p � � � . In
other words, given a point x̂, we can place the probability density function of � at that point
to find the distribution of input signals x that might result.

In the absence of any other information, the usual assumption to make about � is that it
has a zero-mean multivariate Gaussian distribution which is spherical, i.e. its variance is the
same in any direction. The p.d.f. of such a distribution is shown for the two-dimensional
case in Figure 4.4, where we see that the spherical property results in concentric circular
contours and the p.d.f. may therefore be viewed purely as a function of Euclidean distance
from the origin.4

Placing this density at points x̂, we see that the value of x̂ that maximises p � x � x̂ � is simply
x, but only if x is in the subspace of points generated by the noise-free environment (model).
Failing this it is clear from the form of Figure 4.4 that we should find the reconstruction

�
x

closest to x within the constraints of the model. This, as set out at the beginning of this section,
is precisely what is achieved by the activation algorithm, so we can say that the network does
indeed (under our various assumptions) fulfil the maximum likelihood criterion (4.18).

Since the network’s outputs a and reconstruction
�
x are deterministically related (we are

assuming a noise-free system), we can equally say that the network finds the outputs a that
4Although we are specifically assuming a Gaussian noise distribution, any multi-dimensional distribution

whose p.d.f. is a monotonically decreasing function of distance from the origin would fulfil the property needed
here. If, however, we also wish to assume that the noise in each input dimension is independent and identically
distributed, then Gaussian noise is the only choice that fulfils both criteria.
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Figure 4.4: A combined surface and contour plot of the spherical Gaussian function in two
dimensions.

maximise p � x � a � . This is also equivalent to maximising p � a � x � , but only under the assumption
that all output values a are equally likely. We shall return to this matter with a slightly more
formal treatment in Section 5.4.

4.11 Reconstruction error and information transfer

In the information-theoretic framework set out in Chapter 2, we saw that maximising in-
formation transfer is a desirable property for an unsupervised network. Indeed, it is also a
necessary property if we are to try to produce low entropy codes, since minimising output
entropy without simultaneously maximising information transfer is a pointless task (Fig-
ure 2.3).

It has been known for some time that it is possible to interpret a least-squares error func-
tion in terms of maximum entropy (van den Bos, 1971). Plumbley (1993) examines this area
in some detail, and shows in particular that minimising squared reconstruction error in an
unsupervised system is equivalent to minimising an upper bound on the information loss
with respect to the ‘true’ signal x̂. In our case, the loss may be written as

�
Ix̂, where

�
Ix̂ � x � a ��� I � x̂; x � � I � x̂; a � �

for input x and output a. The bound is only tight when signal and noise are Gaussian.
Although the signals under consideration will in general be highly non-Gaussian, this need
not worry us unduly, since we shall be interested primarily in the case where the expected
reconstruction error ER is zero. If this is the case, then the mapping from input to output is
invertible, and it is clear that the information loss is zero whatever the input distribution may
be.

To be slightly more general, providing that the useful input information I � x̂; x � is con-
tained within an n-dimensional principal subspace of the input, then a REC network with
n outputs (or more) will minimise information loss. Since we are interested primarily in
feature extraction rather than dimensionality reduction, the number of outputs in examples
described here will be made sufficiently large for this to be at least a reasonable assumption.
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Figure 4.5: A random sample from the lines data set for p � 0 � 3. Values of one are repre-
sented by white squares, and zeroes by dots.

4.12 Learning experiments

In the following sections, we shall look at the results of a number of experiments using the
basic REC network as outlined in this chapter. The data sets used here are all artificial, and
designed to illustrate the network’s abilities and limitations with respect to certain simple
problems. This will pave the way for enhancing the techniques in subsequent chapters, and,
in Chapter 7, applying them to real-world data.

Certain properties are common to the majority of experiments described in this thesis,
and so are set out here to avoid the need for repetition. Firstly, except where otherwise
noted, the initial weight values for each experiment were produced randomly from a uni-
form distribution over the permitted range of values, or where the values are unconstrained,
from the range � � 0 � 5, 0 � 5 � . Secondly, changes to the weight values were in all cases made us-
ing the online Hebbian learning rule (4.15), typically, and again unless otherwise noted, with
any changes being applied immediately after the presentation of each pattern. Finally, where
a data set of finite size was used, each input pattern was generated from an independent ran-
dom sample from the set (with replacement).

4.12.1 The lines problem

An experiment involving horizontal and vertical lines was first introduced by Rumelhart
and Zipser (1985). This was extended by Földiák (1990) to the case where multiple lines may
appear simultaneously, and this version has subsequently been used by Zemel (1993), Saund
(1995) and Ghahramani (1995), and is thus established as a simple benchmark for a system
claiming to produce factorial codes. Input consists of an 8 � 8 grid, on which are placed
combinations of the 16 possible horizontal and vertical lines, each one appearing with an
independent probability p. At a point on the grid where there are one or more lines, the
input is one — elsewhere it is zero. There are 65 026 distinct patterns in the data set, but for
any single value of p the majority of these will appear only extremely rarely.

In this experiment, the line probability p was set at 0 � 3, giving a mean of 4 � 8 superim-
posed lines per image. A random sample from the data set for this value of p is shown in
Figure 4.5. Figure 4.6 shows a typical set of weights developed by a network with 16 out-
puts when presented with randomly generated samples from this data set. The outputs were
constrained to be non-negative during activation, and weight values were constrained to lie
within the range � 0, 1 � during learning. Results such as those shown here were typically ob-
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Figure 4.6: An example of the final weight values produced by a REC network of sixteen
outputs trained on the lines data. In this and subsequent diagrams of this type, positive
values are represented by white squares, with the length of each side proportional to the
magnitude of the value. Negative values are similarly represented by black squares, and
zeroes by dots.

tained after about 2000 pattern presentations with a learning rate � of 0 � 2, but the value for
� is not critical, and results of this form can be obtained with any rate in the range � 0, 0 � 9 � .

It may be argued that using just 16 network outputs in an experiment like this is not a rea-
sonable test, since it makes use of the foreknowledge that there are exactly 16 independent
components to the input — we are unlikely to have such knowledge when tackling real-
world problems. The experiment was repeated with different numbers of outputs, ranging
from 8 to 64. With insufficient ( 
 16) outputs, it was found that each unit typically con-
tinued primarily to represent a single horizontal or vertical line, but the weight values also
contained traces (typically with weight values of less than 0 � 5) of the ‘missing’ lines that
were not properly represented. With excess ( � 16) outputs, it was found in all cases that 16
of the units continued correctly to discover each of the horizontal and vertical lines. Some
of the remainder represented combinations of two or more lines, or ‘noisy’ versions of this,
with the rest remaining essentially unused with weights close to their initial random values.

It is worth noting that the linear model of the network is not correct for this data, since the
input value where two lines intersect is one, and not two as the network’s generative model
predicts. Providing that p is kept reasonably small (less than about 0 � 4) the basic network
is nevertheless able to find the correct solution because the reconstruction errors produced
at the intersections are small compared with the overall variance of the input. In Chapter 6
modifications are introduced that enable the network to continue to find solutions for much
higher values of p.

One effect of the incorrect model being used here is that weight values do not fully con-
verge due to the residual errors produced at the intersection of lines. However the fluctua-
tions may easily be smoothed out by decreasing the learning rate during the latter stages of
training.

4.12.2 The shapes problem

This experiment is based on a data set similar to that used by Ghahramani (1995). Input
patterns are composed of three shapes — an empty square, a cross, and a diagonal line —
each of which fits into a 3 � 3 grid and is represented by ones on a background of zeroes.
An input pattern is produced by combining one of each of the shapes, each at one of sixteen
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Figure 4.7: A random sample from the shapes data set. Zero inputs are shown as a dot, as
previously. Input values of 1, 2 and 3 are shown by boxes with single, double and treble
thickness lines respectively.

possible locations on a 6 � 6 grid. Unlike the previous experiment (and Ghahramini’s data
set), the shapes are combined linearly, so that a superposition of two shapes produces an
input of two, and of all three an input of three. Patterns were generated at random from
the 4096 possible combinations. A sample of the input patterns is shown in Figure 4.7. The
network outputs were constrained to be non-negative, and weight values to lie in the range
� 0, 1 � . The learning rate � was fixed at 0 � 8.

A typical set of weight vectors produced by a network of 64 outputs after approximately
1000 pattern presentations is shown in Figure 4.8. Note that the weights have been reordered
manually for clarity, the original order being essentially random since there is no enforced
structure to the output layer. A study of these weight values shows that the network has
correctly identified each of the three shapes in each of the sixteen locations. The remaining
sixteen units were unused, and remained inactive for any pattern from the data set once the
stable state shown here was reached, leaving them free to represent any additional features
that might be introduced to the data at a later stage. Their weights are in some instances
very close to the random starting values. In others, the unit was used at some stage during
learning, but then abandoned when some other unit or units began to represent the same
feature or features more accurately.

While similar to the lines experiment in a number of ways, there are also several impor-
tant differences here. Unlike the lines data set, the features are of different sizes (three pixels
for a line, five for a cross, seven for a square). A learning rule based on SSE will tend to
favour features of greater magnitude, since they will induce a greater error if not properly
represented. In accordance with this, it was observed that the weight vectors representing
squares tended to be the first to appear during learning, followed by the crosses and finally
the lines. The issue of most importance, however, as discussed in Section 3.7.3, is that the
network be able to learn to represent features with a variety of scales — this experiment
provided a simple test of that ability.

Secondly, we may note that in this experiment, the network has 64 outputs but only 36
inputs. Given this, there are many possible sets of weights that could represent every input
pattern with zero error (even with the non-negative restriction on both output and weight
values). A situation where any 36 of the 64 weight vectors represent a different input pixel
would achieve this, for example, so why was it that in all the trials the learning procedure
nevertheless yielded what we would interpret as the ‘correct’ representation? It seems likely
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Figure 4.8: The final weight values from the shapes experiment. The order of the weight
vectors has been changed by hand to show more clearly the divisions into squares, crosses,
lines and unused units.
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that this is due to the dynamics of the learning rule: during learning, as noted in Section 4.7,
every active unit will receive a change in weight values that attempts to account for any
part of the input that has not been properly represented, as given by the residual vector r.
Referring back to Figure 4.3 on page 49, we see that in almost every case where a pattern
is not represented fully, and because of the non-negative output constraint, an active input
value xi has a corresponding positive residual ri. This results in a pressure for each feature to
become as large as possible unless there is evidence to the contrary. This is a highly desirable
property, and is analogous to the idea in PCA that the high-variance components are of the
most interest. It also explains why the final non-zero weight values tended to be close to
their upper limit of one even though in theory any value would suffice. Nevertheless the
fact that the network might fail to find the correct solution if it happened to be initialised in
or near to an unwanted minimum is a cause for concern — attempts to remove such minima
will be made in Chapter 5.

Finally, it was important for this experiment that the data were formed from a linear
rather than a binary combination of the features. Unlike the case of the previous lines ex-
periment (Section 4.12.1), the degree of overlap between features in a binary-valued version
of the data was sufficient to prevent the correct solution from being found. In experiments
with these data, the network converged to a state where most of the squares and some of
the crosses were found correctly, but where the majority of line features were only of length
two.

4.12.3 Learning continuous-valued features

In the problems presented so far, the features have been binary in nature. The REC network
architecture has no particular predisposition towards binary problems, so in some further
experiments described here it was tested on patterns from a continuous domain.

The particular problem used was based on finding four features in sixteen dimensions.
Noting that in the previous ‘toy’ problems the choice of features was made by hand and may
thus have introduced regularities that simplified the problem, the features here were chosen
at random. Each was composed of sixteen values taken from a uniform distribution over the
interval � � 1, 1 � . Training patterns were generated using linear combinations of four such
features, produced by multiplying each by uniformly distributed random numbers over the
interval � 0, 1 � and summing the results.

A network with four output units was trained on these patterns. In order to apply the
prior knowledge that the features appear only in a non-negative form, the network out-
puts were similarly constrained to be non-negative. The weights were initialised to random
values and updated after each pattern with a learning rate � of 1. After an update, each
output unit’s weight vector was normalised to unit length. A reasonably stable solution
was typically reached after about 1000 pattern presentations, although small changes to the
weights continued after this. Figure 4.9(a) shows a sample pattern from the data set, and
(b) shows the four randomly generated features, superimposed with the approximations to
them found by a network after 2000 pattern presentations.

There are several points to note from this experiment. Firstly, if the network outputs are
not forced to be non-negative, then the problem is vastly under-constrained because any four
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Figure 4.9: (a) A sample pattern from the data set described in Section 4.12.3, with the val-
ues x j plotted for each input j. (b) The four randomly generated ‘features’ used to generate
this data set, and the approximations to them produced by the network on a sample run.
The circles (connected by solid lines) denote the underlying features, and the crosses (con-
nected by dashed lines) the network weights approximating them. The feature vectors have
been normalised to unit length, and ordered so that each appears on the same axes as the
most closely matching weight vector. The order of the sixteen inputs has no particular rele-
vance — the lines connecting the points in these graphs are included merely for illustrative
purposes.
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Figure 4.10: A random sample from the noisy lines data set for p � 0 � 3 and � 2� � 0 � 1. Values
are represented as described in the caption for Figure 4.6.

vectors spanning the same space as that spanned by the four ‘true’ features will encode all
possible samples from the data set with zero error. In practice this results in the network
quickly converging to a stable state where the weight vectors have no easily recognisable
relationship to the original features.

Secondly, we note from Figure 4.9(b) that the weight vectors’ match to the underlying
features is fairly good, but certainly not exact, even though the values shown represent a
stable solution and both data and network are ‘noise-free’ (down to the tolerances of the
floating point representation and minimisation procedure). This suggests that the problem
is still under-constrained.

Thirdly, it was noticed that training with relatively large learning rates, which produce
large fluctuations in weight values at an early stage of training, tend to produce better stable-
state solutions than smaller ones, for which the path to a stable solution is more direct. This
also suggests the presence of undesired solutions, and hence that the choice of initial weights
may be important.

A more detailed look at the form of problem being solved here will be made in Section 5.2,
where we shall see that it is indeed an under-constrained problem, but that a suitable choice
of initial weight values and/or the application of additional constraints can help us to find
exact solutions.

4.12.4 Learning in the presence of noise

In all of the above experiments, the data sets have somewhat unrealistically been entirely
noise-free. To test the performance of the REC network in noisy environments, two of the
above experiments were repeated, but with noise-corrupted inputs.

In the first, the lines data set as described in Section 4.12.1 was used, but with indepen-
dent Gaussian noise of variance � 2� � 0 � 1 added to each element of each input pattern. Some
examples of this noise-corrupted version of the data are shown in Figure 4.10.

The second used a noisy version of the continuous-valued data set of Section 4.12.3, also
with additive Gaussian noise of variance 0 � 1. The noise variance was at a similar level to the
expected variance of each element of the signal vector, which is 1

9
� 0 � 11.

In both cases, the networks were identical to those used for the noiseless data. Unsur-
prisingly one effect of the noise was found to be that learning was less stable, with the re-
sult that the learning rate needed to be gradually decreased towards zero for the weights
to converge fully, a procedure formalised as the Robbins-Monro stochastic approximation
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algorithm (Robbins and Monro, 1951). An alternative means of dealing with the destabilis-
ing effect of noise is to accumulate weight changes and apply them only after a number of
patterns, thus taking advantage of the fact that the noise has zero mean.

Aside from this effect, the representations produced from the noisy lines data were found
to be essentially identical to those in the noise-free case. A slight degradation of results was
observed however for the continuous-valued features, and became worse with increasing
noise variance. The reasons behind these observations will be discussed in Section 5.2.

4.13 Discussion

We have seen in this chapter the operation of the REC (Recurrent Error Correction) model,
its relation to a number of other models and techniques, and the results of its application to
a few relatively simple tasks.

The most significant characteristics are firstly that the network attempts to minimise its
error function for any set of weights and every input pattern, and not just as the end-result
of a learning process; and secondly that in contrast to PCA and a number of ICA techniques,
there is no requirement for the features that are found to be orthogonal.

Having removed the orthogonality constraint, it proved necessary in the experiments
described here to introduce a new one, in the form of the non-negativity of output values,
to prevent the network from producing uninteresting or undesired solutions. The results
from Section 4.12.3 suggested however that this will not be sufficient in all cases (nor is non-
negativity justifiable for all problems), and in the next chapter we shall examine further the
issue of constraints, and how they might be used to produce the most efficient codes possible
within a broadly linear framework.



Chapter 5

Constraints

The previous chapter introduced a network model whose objective is to reconstruct its input
from its output state. In terms of the information theoretic framework set out in Chapter 2, it
aims to maximise transfer of information from input to output. What we do not yet have is a
means to ensure the information at the output is represented efficiently, or, more specifically,
a way to minimise the mutual information between separate outputs.

Entropy itself is a difficult quantity to work with, so the way in which we shall attempt
to achieve this second objective is by application of constraints to the network. These may
broadly be classified as ‘hard’ or ‘soft,’ where a hard constraint is one that cannot be violated,
and a soft constraint one that merely incurs a penalty (introduced as an extra term in an
objective function) when it cannot be met.

Any constraint will impose some limitation on the modelling capabilities of the system,
and hence reflect a prior assumption about the nature of the data. So, to be of value such
assumptions must represent justifiable restrictions of the model. It was argued in Chapter 3
that orthogonality is not a valid assumption for a feature-detecting system, and so the REC
model was developed so as not to be bound by this constraint. In this chapter we shall
examine various alternative means of helping the network to find the ‘right’ model of its
environment which, it is hoped, are better justified.

5.1 Bottlenecks

The number of inputs to an unsupervised system is determined by the input data. The
number of outputs, however, is an adjustable parameter of the model, but a parameter that
must be fixed in advance of using most such systems,1 including the REC network. By
limiting the number of outputs, we impose a hard constraint in the form of a bottleneck on
the output of the system; we need to be clear about the effect that this constraint will have
on the codes produced.

1Exceptions to this are networks that are able to grow or contract according to the demands of the system.
The possibility of applying such techniques to the REC network is discussed in Chapter 8.
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Tight bottlenecks

If the REC network has at least as many outputs as inputs (n � m), then any set of n linearly
independent weight vectors (of which there are infinitely many) will completely span the
input space, giving a complete reconstruction for all possible input patterns. Since the learn-
ing rule (4.15) is driven by the residual, there is nothing in the basic REC model that favours
one such representation over another.

One crude means of restricting the solutions is to impose a ‘tight’ bottleneck at the net-
work output by having fewer outputs than inputs (n 
 m). The mapping reduces the dimen-
sionality of the data. In such circumstances, the overall objective function (4.10) will be min-
imised when the weight vectors span the principal subspace of the input. Dimensionality
reduction may be justified if we have reason to suspect there are fewer degrees of freedom in
the input than there are separate inputs, or at least that a significant proportion of the input
information is contained in a subspace of the input space.

There are still many sets of vectors that span the principal subspace however, so this
restriction alone is insufficient to ensure the weights bear any close relation to the ‘true’ fea-
tures of the input. More serious though is the fact that a restriction of this sort is in many
cases unjustifiable. There may well be a large number ( � m) of independent (or approx-
imately independent) features in the input (the shapes data of Section 4.12.2 is a simple
example). If we restrict ourselves to finding fewer than m features we shall discover only
those that contribute most to the overall variance of the input, while ignoring ‘smaller’ or
less frequently occurring components.

Loose bottlenecks

A second type of bottleneck, corresponding to a much looser constraint, occurs when there
are fewer output units than distinct input patterns. This will almost always apply in complex
environments, since even for purely binary inputs, there can be as many as 2m distinct pat-
terns. A loose bottleneck is an implicit constraint in many unsupervised systems. However,
the importance of making it explicit will become clear when techniques to encourage sparse
representations are introduced in Section 5.6. The sparsest possible information-preserving
code uses a single active output to convey all of the input information for any particular pat-
tern. This is exactly the type of representation produced by winner-take-all (WTA) networks,
whose limitations were discussed in Section 3.5. In particular, a WTA representation is most
unlikely to provide a minimum entropy solution. Bounding the maximisation of sparseness
with a loose bottleneck, however, may enable us to find such a code.

In the light of this, choosing the number of outputs seems hard because we need enough
to capture most or all of the input features, but not so many that the maximisation of sparse-
ness leads to a representation involving combinations of independent features. In practice
we may well find, however, that the gap between a plausible number of features and the
number of distinct patterns is sufficiently large that an informed guess at this number will be
adequate. A more principled approach might be to repeat training with successively larger
networks until no significant fall (or even a rise) in the sum of individual output entropies is
observed.
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5.2 The non-negative constraint

We saw in Chapter 4 that forcing the outputs of the REC network to be non-negative was
a useful way to constrain the space of possible solutions in a number of simple modelling
problems. Constraining the outputs of a feature-detecting system in this way is justifiable in
situations where there is no natural interpretation for negative quantities. This is particularly
common where the input’s features have a direct relationship to physical objects. To use a
simply analogy, it is possible to have 3 apples, 0 apples, even 0 � 4 apples, but not � 2 apples,
so we should expect the output of an ‘apple-detector’ to reflect this constraint.

It is also of note that, under this constraint, the system’s generative model remains linear
(the reconstructed input is just a linear combination of the non-negative outputs), but the
recognition model becomes nonlinear (the forward mapping can no longer be expressed as
a matrix multiplication). This means that the system is able to produce nonlinear mappings
whilst retaining some of the advantages of linearity, such as ease of analysis and the absence
of local minima during activation.

In terms of the REC network model, we may think of the nonlinearity as being provided
by a threshold-linear output function

�
of the outputs ai, where

� � a � �
���� 0 if a 
 0,

a otherwise �

The function
�

is sometimes known as a rectification nonlinearity. It may be viewed as a
special case of Breiman’s (1993) ‘hinge functions.’ This nonlinearity, although simple, is
sufficient to produce a universal function approximator in a multi-layer feedforward system
(Diaconis and Shahshahani, 1984; Ripley, 1996, p. 173). A multi-stage REC network could
not quite fulfil these criteria because the output units lack a bias term, i.e. a means to adapt
the threshold of the function

�
. Addition of such a term might prove to be a useful future

enhancement to the REC model.
What form of data is generated by a non-negative linear model? We shall consider first

the noise-free case, i.e. where the data x are equal to Ŵâ � for some vector â � with non-
negative elements and some mixing matrix Ŵ. An example of a cloud of points generated
in this way is shown in Figure 5.1(a). Since there is no restriction on the elements of Ŵ to be
non-negative, the points need not lie in the positive quadrant as they do in this example. The
important feature of Figure 5.1 is that all points lie within a sector (or ‘wedge’), whose edges
are determined by the rows of Ŵ (ŵ1 and ŵ2). This property will hold for any non-negative
distributions on the elements of â � , in any number of dimensions m, and for any values of
Ŵ, providing that rank � Ŵ ��� m.

This observation sheds some light on the results obtained in Section 4.12.3 from train-
ing a REC network on data generated by a non-negative linear model. A consideration of
Figure 5.1(a) shows that any two weight vectors defining the edges of a sector that contains
all of the points will minimise the network’s reconstruction error over the data set (to zero).
Figure 5.1(b) shows an example of one such set of weights. So while the use of non-negative
outputs reduces the space of solutions (both ŵ1 and ŵ2 must lie ‘between’ w1 and w2), it still
does not guarantee the ‘correct’ answer.
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Figure 5.1: (a) A cloud of points generated exactly as for Figure 3.4(b) (page 30), but us-
ing single-tailed (non-negative) distributions. (b) A diagrammatic representation of why
the REC network, even when using non-negative outputs, is still under-constrained when
trained on such data. The sector of points that could be generated by two weight vectors
w1 and w2 (shown dotted) contains those generated by the ‘true’ features ŵ1 and ŵ2 (shown
striped). (c) The data in (a) after corruption by spherical Gaussian noise of variance 0 � 4.
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There is an obvious means to overcome this problem: if the initial weight vectors could
be guaranteed to lie inside the ‘wedge’ of data, then during training they would gradually
move towards the edges, driven by the residual errors produced by inputs lying outside the
sector defined by the current weight values. Once the weight vectors reached the edges of
the data, the network would be able to represent all the points exactly and learning would
cease. This method requires a suitably small learning rate, because any ‘overshoot’ of the
boundaries of the data cannot be reversed. The problem of initialising the weight vectors is
easily solved by setting each to a (normalised) random sample from the data set. Repeating
the experiments of Section 4.12.3 using this method confirmed that it was possible to produce
very close matches to the true features, but learning was slow because of the small learning
rate ( � 0 � 01) needed to guarantee good results.

The properties shown in Figure 5.1 could also explain why the original experiments were
found to produce better results with high learning rates. Such rates are likely to cause weight
vectors to ‘jump’ into and around the subspace occupied by the data, until a stable solution
is found when all weight vectors are on, or just outside the boundaries of this space. With
a small learning rate, the solution found is far more dependent on the initial weight values:
learning will follow a steady trajectory in weight-space until the reconstruction criterion is
fulfilled. As demonstrated in Figure 5.1(b), the weight values W in this state need not bear
any close resemblance to the matrix Ŵ.

We note in passing that the wedge property of Figure 5.1(a) allows a simple algorithm
to discover the model parameters Ŵ. By testing whether all the data points lie on one side
of a straight line, we could imagine rotating lines from the origin around the plane of Fig-
ure 5.1(a) until the edges of the sector of points are found, giving the rows of Ŵ directly.
This is in fact a special case of the convex hull problem, for which various techniques exist in
two- or three-dimensional space (e.g. O’Rourke, 1994), and which can also be extended into
higher dimensions (Edelsbrunner, 1987).

The reason we shall not consider such techniques further here is demonstrated in Fig-
ure 5.1(c), where we see that the presence of noise causes the data cloud to lose its wedge
property, and would prevent algorithms of this type from producing good results. We noted
in Section 4.12.4 that for the REC network too, noise degraded the quality of results for
continuous-valued features, and can see from Figure 5.1(c) that this is because the data
boundaries are pushed apart in comparison to the noise-free case (a). In the experiment
with noise-corrupted ‘lines’ data from the same section, however, the results were essen-
tially unchanged, because for binary features the solutions lie on the boundaries of a � 0, 1 � -
hypercube. Since the weight vectors were constrained to lie within this cube, the noise was
unable to push the weights further apart, and so did not have a detrimental effect on the
final results.

Even in the presence of noise the underlying structure imposed by Ŵ is still clearly visible
in Figure 5.1(c) and it is this sort of structure that the REC network is intended to discover.
We have seen that the hard non-negative constraint, while useful for reducing the space
of possible solutions, is not by itself able to extract the underlying components, but in the
following sections we shall look at softer forms of constraint, which in many cases offer a
significant improvement in this respect.
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5.3 Imposing soft constraints with penalty terms

Hard constraints on a network model — imposed for example by limiting the number of
outputs, or by forcing output or weight values to lie within fixed ranges — are useful when
we can be sure they are justified, that is when we are certain that the optimal solution will be
found within these constraints. However, in many cases we know only the form we would
like the solution to take, but cannot be sure in advance to what extent the model will be able
to comply with this wish.

A common approach in such cases is to penalise the system for violating the constraint,
by defining a measure of the extent to which the model is deviating from the ideal situation.
This measure,

�
, may be added in to the system’s error function E to give a penalised error:

Ep � E � � �
(5.1)

where the parameter
�

controls the extent to which the penalty
�

influences the form of the
solution, or equivalently determines the relative importance of the terms E and

�
.

This technique is often known as regularisation, first studied in detail by Tikhonov and
Arsenin (1977) as a means of finding unique solutions to otherwise under-constrained, or
ill-posed, problems. Regularisation plays an important role in neural networks (Bishop, 1995,
Chap. 9), and in computational vision (Ballard et al., 1983; Poggio et al., 1985). In the neural
network literature, regularisation is usually applied to weight, rather than output values,
although the method has also been used to constrain the hidden-unit activities of MLPs to
encourage efficient representations (Chauvin, 1989a). The term ‘regularisation’ is avoided
here because it is often used specifically to refer to the idea of smoothing a function approx-
imator, particularly in the context of neural networks. The penalties introduced below will
primarily be functions of the outputs alone, although weight penalties are considered in
Section 5.5.

Penalty terms are also used as a method for nonlinear programming (e.g., Fletcher, 1987,
Chap. 12), where the penalty parameter is increased towards infinity in successive approx-
imations. This gives a means of finding the approximate region of a solution (on a multi-
modal error surface) by applying the constraint

�
only loosely at first, but with increased

insistence at each iteration.
For the purposes of the REC network, we shall add penalty terms to the network’s acti-

vation objective function Er (4.5), giving a penalised error

Ep � Er � � �

� �
x �

�
x
� 2 � � � (5.2)

and an overall objective function of

EP � � � Ep � � (5.3)

Recall that the network aims firstly to infer the optimal outputs for a particular input given
its current weights, and secondly, and more importantly, to infer the best set of weights over
a series of inputs (Section 4.1); the penalty term in (5.2) takes on two corresponding roles.

First, where an objective function based on reconstruction error alone has multiple min-
ima, a penalty may constrain the activation process to a single solution. This is required only
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when weight vectors are linearly dependent (an issue covered in more detail in Section 5.7).
Second, the penalties help constrain the learning process in cases where there are many sets of
weights that minimise reconstruction error (as we have seen in several previous examples).

Conceptually, the penalties induce additional residuals in the REC network by shifting
the minimum of Ep (5.2) slightly away from that given by reconstruction error alone, to-
wards the ‘ideal’ values of the outputs. These residuals help to drive weight values towards
the desired solution. Mathematically, the penalty term

�
, although a function of the output

values, is indirectly a function of the weights too (since the outputs are dependent on the
weights), so minimising EP (5.3) requires the discovery of weights that jointly minimise re-
construction error and the penalties incurred by the output values they produce. We shall
see in Section 5.3.3 that the REC network’s Hebbian learning rule (4.15) performs stochastic
gradient descent on the penalised error (5.3), confirming that the penalty term, as well as
directly influencing activation, also has the desired indirect effect on learning.

What form of penalty
�

should be used? Recalling from Chapter 2 that we wish output
values to be as independent as possible, we might consider some function based on the joint
statistics of the output values ai. There are two main problems associated with this approach:

1. Accurate estimation of sample statistics requires a large number of data points. In
practical terms, this means the system requires an extra mechanism to collect statistics
over a period of time.

2. The problem is compounded when considering joint statistics. A full test of indepen-
dence requires estimation of both joint and marginal densities, demanding a much
greater quantity of data to give accurate results. In terms of the REC model, this would
also require each output to have knowledge of all other output values, for example
by means of lateral connections, which would incur a significant additional computa-
tional cost.

An approach of this type is used in Schmidhuber’s (1992) ‘predictability minimisation’ net-
work. The two problems noted above necessitate an extra level of structure in this architec-
ture, where each output uses its own prediction network to ‘listen’ to all of the other outputs,
and to try to make its own responses as unpredictable as possible (given the other outputs).

Problem 2 may be avoided, however, by making use of the observation made in Sec-
tion 2.5, namely: providing that the system maximises information throughput (and we saw
in Section 4.11 that minimising reconstruction error achieves this), then simultaneous min-
imisation of the sum of the individual output entropies will make the outputs as indepen-
dent as possible. This gives an approach that allows penalties to be calculated by considering
the statistics of each output in isolation. It is interesting to note that this is in some sense the
opposite of Schmidhuber’s approach, because by minimising individual entropies, we are
trying to make each of the output values as predictable (in isolation) as possible. Because
the outputs can be considered separately, we may decompose

�
into ∑n

i � 1
�

i � ai � where the
penalty functions �

i attempt to impose a low entropy constraint on each output.
A full solution to this problem would be to relate the �

i � ai � to the expected increase in
entropy that a particular value ai would bring to the distribution as a whole. This requires
that each penalty �

i be adaptive, based on the distribution of past values of the outputs



5.3 Imposing soft constraints with penalty terms 72

−5 0 5
0

5

(i) (ii) (iii)

(iv)� 
 a �

a

(a)

0 0.5 1
0

1

� 
 a �

a

(b)

Figure 5.2: (a) Four candidates for a sparseness-promoting penalty. Each function � has
been multiplied by a constant so that � � 5 � � 5. The underlying functions are (i) � � a

� � a2,
(ii) � � a

� ��� a � , (iii) � � a
� � log � 1 � a2 � and (iv) � � a

� ��� � a � . (b) A simple function � � a
� �

a2 � a � 1
� 2 that attempts to produce binary outputs by penalising output values other than

zero and one.

(problem 1). Furthermore, while we know that low entropy distributions tend to be highly
peaked at one or more values, entropy itself gives no clues as to the location, or even number,
of peaks to expect in the final output distributions, particularly at the outset of learning. An
entropy-based penalty is therefore unable initially to put global pressure on output values
toward particular values, and is likely to result in a learning process characterised by large
numbers of local minima.

We may avoid these problems, but only by making some strong assumptions. If we
have sufficient prior knowledge to know where the peaks (or modes) of the final output
distributions will occur, a penalty �

i need only be a function of the deviation of ai from the
modes. Furthermore, if they occur at the same locations for each output value, then we may
use the same penalty function � for each output, giving as the penalised error

Ep � �
x �

�
x
� 2 � � n

∑
i � 1

� � ai � � (5.4)

Figure 5.2 shows (a) a number of possible penalty functions for a distribution peaked at zero,
and (b) a penalty function, namely

� � a � � a2 � a � 1 � 2 � (5.5)

for distributions peaked at zero and one. Equation (5.5) can be used as a soft binary con-
straint, to encourage output values to take on binary values, without requiring the network
to be a purely binary system. We shall, however, concentrate primarily on penalties of the
type shown in Figure 5.2(a).

5.3.1 Sparseness-promoting penalties

A sparse code is characterised by most of the elements being at or close to zero most of the
time (Section 2.7). Thus, a penalty that increases as an output value moves away from zero
is an intuitively appealing means to encourage sparseness. To help us decide which of the
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Figure 5.3: ‘Getting from A to B with a sparse linear code.’ (a) Given a choice between a
two- and a one-stage route, a sparse code favours the latter because it is shorter. (b) When
the distances are the same, the ‘sparser’ route is the one with fewer stages.

penalties of Figure 5.2(a) (or other similarly shaped functions) is most useful, we need to
make a further observation about sparseness. Where possible, a sparse code will represent
a pattern in terms of a few large-valued feature coefficients, rather than many smaller ones.
For the case of a linear generative model, as used by the REC network, this idea can be made
more concrete with a simple analogy.

Figure 5.3(a) shows two possible routes from A to B. With A the origin, and B a point to
be encoded, it is the second, direct, route that corresponds to the sparse code because it only
requires the use of a single ‘direction’ (feature vector) to reach B. Using this analogy, a sparse
code is one that discovers short routes to its data points. The shortest possible distance is of
course always given by the straight-line route. The limiting case is shown in Figure 5.3(b).
Here the choice is between a two-stage journey from A to B, and a journey taking the same
route, but in a single stage. Although the distances involved are the same, a sparse code will
again favour the latter because it involves only a single feature.

Applying this idea to the REC network, we see that if the weight vectors have unit length
then the ‘distances’ involved for a particular representation are merely the magnitudes of the
output values ai. This makes

� � a � � �
a
�

(5.6)

as shown by line (ii) in Figure 5.2(a) a natural choice of penalty function, because it results
in the overall penalty

�
being equal to this distance. It deals with all but the limiting case, as

depicted in Figure 5.3(b). To ensure in this example that the choice of a single large feature is
penalised less than two small ones, we require � to be sublinear, i.e. to satisfy the condition
that

� � a � b � � � � � a � � �
b
� � 
 � � a � � � � b � � (5.7)

To achieve this, the absolute value of the gradient must be at its maximum at a � 0. This
immediately allows us to reject the function � � a � � a2, as shown by Figure 5.2(a)(i), for which
this condition clearly does not hold.
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A problem arises because we must also have a minimum at a � 0. Both conditions cannot
be fulfilled simultaneously without a discontinuity in the gradient (a cusp) at this point. An
example of a function that does fulfil our criteria is given by

� � a � �
� �

a
�

which is plotted as line (iv) in Figure 5.2(a), or more generally

� � a � � �
a
� 1 � r � r � 1 � (5.8)

In practical terms, the discontinuity in gradients of both (5.6) and (5.8) at a � 0 may prove to
be a problem, particularly if we wish to use a gradient-based optimiser to minimise E p (5.4).
The problem is compounded for (5.8) by the fact that the gradient tends to � � around a � 0.
For these reasons, we might wish to relax the sublinear condition (5.7) to apply only to values
of a and b whose magnitude exceeds a certain threshold. This allows us to apply a penalty
such as

� � a � � log � 1 � a2 �

as shown by Figure 5.2(a)(iii), which has a continuous gradient, and fulfils condition (5.7) for
a, b � 1. The points of inflection can, by scaling a, be moved as close to zero as we wish, giv-
ing us a means of balancing the requirements of the minimiser with those of the sparseness
constraint. It is also worth noting that if the above penalties are used in conjunction with the
non-negative output constraint (Section 5.2) then the gradient discontinuity at zero ceases to
be an issue anyway.

5.3.2 Penalties and network activation

It is not difficult to incorporate the penalty functions introduced above into the dynamics of
the REC model. Differentiating (5.4) with respect to the outputs ai gives

�
Ep

�
ai

� � 2 � x � �
x � Twi � � � � � ai �

where � � represents the derivative of the function � with respect to its argument. The extra
term in this equation, as compared with Equation (4.6), is easily modelled as a self-inhibitory
connection on each output unit, as shown in Figure 5.4. Making the corresponding change
to the output update rule (4.2) gives

�
ai � � � rTwi �

� � � � ai � � � (5.9)

Rather than using self-inhibitory connections, we could also think of the penalties as being
applied by some cost function implemented within the output units themselves.

From a biological perspective, this could take the form of the metabolic cost of main-
taining a particular output value (Baddeley, 1996). The linear penalty (5.6) is particularly
interesting in this respect. If we assume that the output of a biological neuron is encoded by
its firing rate, then a linear penalty on the output is consistent with a constant metabolic cost
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Figure 5.4: The REC network architecture, incorporating self-inhibitory connections. These
form some function ��� of the output value, weight it by � � , and feed this value back to form
part of the unit’s input, used when calculating the next update to its activation value. In this
way, the revised network implements the ‘penalised’ update rule (5.9).

for each neural firing event (‘spike’). The idea of the brain trying to represent the world effec-
tively while attempting to minimise the amount of energy it needs to do so, is an appealing
one.

The absolute-linear penalty function (5.6) will be used extensively as a means to promote
sparseness in the experiments in the remainder of this thesis. Although it fails to resolve the
case shown in Figure 5.3(b) where two or more feature vectors are parallel, this is not likely to
be a major problem in practice, because the network’s objective of minimising reconstruction
error (with a limited number of output units) applies pressure to prevent outputs being
‘wasted’ by representing the same feature in this way. In addition, the penalty

�
a
�
has the

practical advantage of being extremely easy to calculate and apply. Its derivative is just � 1,
according to the sign of a, so in the recurrent model it may be applied merely by moving
each output a constant amount

�
towards zero at each iteration of the activation process.

5.3.3 Penalties and learning

We saw in Section 4.7 that, in the absence of penalties, Hebbian learning in the REC model
performs stochastic gradient descent on the expected reconstruction error ER. It is not im-
mediately obvious how to extend this to the penalised case.

We may make use, however, of the fact that the gradient of the objective function (in
weight-space) may be calculated with the outputs constant at their activation values (Ap-
pendix A). This means that the addition of a term that is a function of the outputs alone has
no effect on the gradient. We therefore find that the partial derivatives of EP with respect to
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the weights are identical to those of ER (4.14), namely:
�

EP
�

wi j
� � 2

� � r jai � � (5.10)

The penalty does of course have an effect on the gradient, but what (5.10) tells us is that this
effect is contained entirely in the difference to the output values ai induced by the presence
of the penalty term. Thus the Hebbian learning rule (4.15) continues to provide us with a
means of minimising the objective function using stochastic gradient descent.

5.4 Penalty terms and prior probabilities

The rationale behind the choice of penalty functions (page 71) was that their minima should
be made to correspond to the expected peaks of the output distributions. In this section, by
building on the maximum-likelihood approach of Section 4.10, we shall see that the link is
stronger than that, and that a connection can be made between a particular penalty function
and the application of a corresponding prior probability distribution on the REC network’s
output values. This gives a better understanding of the exact role of penalties, further justi-
fication for particular choices of function, and an insight into how penalties might be made
adaptive to match online estimations of probability distributions. The link in this context
was first made by Harpur and Prager (1995, 1996), and has since been explored further by
Olshausen (1996).

We saw in Section 4.10 that the basic REC network, based on minimisation of reconstruc-
tion error, may be interpreted as finding outputs a that maximise the likelihood p � x � a � . This
seems to be the wrong way round, because it is the data x that is given. What we would
really like is the outputs that maximise p � a � x � . We noted that the two estimates would be the
same if all values of a were equally likely, but in general the relationship is given by Bayes’
rule:

p � a � x � � p � x � a � p � a �
p � x � � (5.11)

The density p � a � x � is known as the posterior probability, p � a � is the prior distribution of a,
and p � x � is often termed the evidence. The value of a that maximises p � a � x � is known as the
maximum a posteriori (MAP) estimate.

It is important to note that we are dealing solely with the determination of output val-
ues here, and that there are several assumptions implicit in the above expressions. We are
assuming that the network’s world-model is correct, i.e. that the data really are generated
by linear superposition, and subsequently corrupted by Gaussian noise, and that the net-
work’s weight values exactly match the true features in the environment. Strictly speaking,
we should write the densities p � � � as p � � � W ��� � , where W are the current weights and � rep-
resents the other ‘background assumptions,’ or hypotheses, of the REC model. Having noted
these assumptions, we shall allow them to remain implicit.

Maximising Equation (5.11) is equivalent to minimising its negative logarithm (since the
logarithm is a monotonically increasing function), giving an objective function E of

E ��� log p � x � a � � log p � a � (5.12)
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where the term in p � x � has been dropped since it is does not depend on a. Using our previous
assumption of independent spherical Gaussian noise on the inputs, we have

p � x � a � � 1
Z � � � � exp

�
�

�
x � Wa

� 2

� 2� � (5.13)

where � 2� is the noise variance, and Z a normalising function. Taking the negative logarithm
of (5.13) gives

� log p � x � a � � 1� 2�
�
x �

�
x
� 2 � C

for some constant C.
We shall assume that all elements of a are independent (our whole approach of looking

for low entropy codes assumes that this is at least a reasonable approximation). In this case
we may write the second term in (5.12) as

� log p � a � � �
n

∑
i � 1

log p � ai � �

Combining these terms and ignoring constants, we may rewrite the objective function (5.12)
as

E � 1� 2�
�
x �

�
x
� 2 �

n

∑
i � 1

log p � ai � � (5.14)

Comparing (5.14) with the penalised error Ep (5.4), we see that the two are identical (to
within a constant positive factor) if we set

� � � 2� (5.15)

and � � a � �	� log p � a � � (5.16)

The equivalence (5.15) shows that we may interpret the penalty parameter
�

as being the
assumed noise variance — the larger the value, the less important the reconstruction error
becomes in the determination of the MAP estimate, as we would expect.

More importantly though, (5.16) shows us that there is a direct relationship between the
penalty functions, as applied in (5.4), and assumed prior probabilities for MAP estimation.
We shall look at a number of penalty functions in this light in Section 5.4.2 below.

5.4.1 Weight estimation and maximum likelihood

We saw in Section 5.3.2 that Hebbian learning for the penalised REC network performs gra-
dient descent on EP (5.3). In light of the above analysis we see that minimising EP is equiv-
alent to maximising an error function

E � � � log � p � x � a � W � p � a �W � � �
� � � log p � x � a �W � �

� 1
N

log
N

∏
i � 1

p � x 
 i � � a 
 i � �W �
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where the dependence on the weight values has now been made explicit, and the final line
assumes a data set of finite size N, with x


 i � representing elements of the data set, and a

 i �

the corresponding outputs. The product in this line is the joint likelihood of the inputs x and
outputs a. The REC network therefore attempts to find a set of weights Ŵ that maximise this
likelihood:

Ŵ � arg max
W

N

∏
i � 1

p � x 
 i � � a 
 i � �W � �

What we would really like is to find a set of weights that maximise the likelihood of the data
alone, i.e.

Ŵ � arg max
W

N

∏
i � 1

p � x 
 i � �W �

� arg max
W

p � � x � �W �
(5.17)

where � x � denotes the complete data set. The two estimates are guaranteed equivalent only
if the random vectors x and a are fully dependent. By this we mean that for each x there is
only a single value of a with non-zero probability, or in other words the density p � a � x � is a
delta function for all values of x. This a reasonable approximation when the noise variance� 2� is small. A fuller discussion of this issue is given by Olshausen (1996).

A technique known as the EM algorithm (Dempster et al., 1977) is also applicable here.
In this context, the network outputs a are known as hidden variables, whose true values, if
they could be known, would make the maximisation of likelihood (5.17) significantly easier.
The algorithm, as applied to the task here, would use some initial guess W


 0 � for the weight
values and generate successive estimates W


 1 � , W

 2 � , � � � by an iterative application of the

following two steps, for t � 1, 2, � � �

E Step: Compute the distribution p̃

 t � over the range of a, where p̃


 t � � a � � p � a � � x � � W 
 t 	 1 � � �

M Step: Set W

 t � to the values W that maximise

�
p̃ � t � � log p � a � � x � � W � � .

In the M step,
�

p̃ � t � ��� � denotes the expectation over the current guess p̃

 t � at the true distribu-

tion of the hidden variables. Each iteration of the algorithm increases the likelihood of the
data (5.17) as desired, unless a local maximum has already been reached. Furthermore, this
useful result continues to hold where the M step is only partial, i.e. where the likelihood with
respect to the estimated distribution p̃ is increased but not maximised.

The REC network algorithm is certainly not an implementation of the EM algorithm, but
there are some similarities. Activation is a crude approximation to the E step, substituting
a full evaluation of p̃


 t � with a delta function peaked at a value of a determined by a single
sample from the data. A weight update may be viewed as a partial M step.

It might be beneficial to adopt the full EM algorithm for training the REC network, or
at least to use a closer approximation to the E step. In doing so, however, much of the sim-
plicity of the network model would be lost, and it is not clear that it would bring drastic
improvements to its operation. The experiments in Chapter 7 give empirical evidence that
the network is able to provide useful results in its simple form. Furthermore, as noted by
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Prior distribution
Penalty � � a � Density p � a � Name Entropy (nats) Kurtosis

a2 1	 �
2 � exp



�

a2

2 	 2 � Normal 1 � 419 0

�
a
� 1

2 	 exp


�

�
x
�	 � Laplace 1 � 347 3 � 0

� �
a
� 1

4 	 exp

��
�

�
x
�	

��
– 0 � 993 22 � 2

log � 1 � a2 � 	� 1	 2 � a2 Cauchy � 2 � 531 � –

�� � 0 if 0 � a � 1,

� otherwise

1	 � 0 
 a 
 	 Uniform 1 � 2425 � 1 � 2

Table 5.1: Some penalty functions, and the corresponding prior distributions. Scaling factors
are omitted from the penalties for simplicity. The probability density functions are given,
parameterised by the value

�
that in each case is related to the distribution’s variance. The

fourth column gives the differential entropies, as defined in Section 2.1.4. To allow meaning-
ful comparison, these values were calculated for distributions of unit variance, except in the
case of the Cauchy distribution, which has infinite variance, where

�
was set (arbitrarily) to

one. The final column shows the distributions’ kurtoses, as described in the main text.

Neal and Hinton (1993), similar approximate forms of EM are used by the ‘K-means’ algo-
rithm, and as a short-cut to the full Baum-Welch algorithm in the training of hidden Markov
models (HMMs) (e.g. Merhav and Ephraim, 1991).

5.4.2 Choice of priors

We have now seen a direct relationship (Equation 5.16) between penalty functions and the
assumption of priors for MAP estimation. Table 5.1 shows a number of penalty functions,
including all of the sparseness-promoting penalties discussed in Section 5.3.1, together with
some details of the corresponding prior distributions.

We saw in Section 2.1.4 that the normal (Gaussian) distribution maximises the entropy
over all distributions with the same variance. Furthermore the technique of projection pur-
suit (Section 3.8.4) defines ‘interesting’ projections as ones where the coefficients are as non-
Gaussian as possible. It does not therefore appear to be a good choice of prior for our pur-
poses, giving further justification for our rejection of the squared penalty function (a2) in
Section 5.3.1.

The absolute-linear penalty (
�
a
�
) corresponds to a Laplacian (double-tailed exponential)
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distribution. Given the observations in Section 5.3.1 about the relationship of this penalty
to sparseness, we note that for a linear model the Laplacian provides a useful dividing line
between sparse and non-sparse distributions.

We see that the penalty introduced as a compromise between sparseness and continuity
of gradient (log � 1 � a2 � ) in fact corresponds to a Cauchy prior, notable for having no defined
moments above the first. The entropy figure in Table 5.1 for this distribution is bracketed
because the inability to normalise to unit variance makes a direct comparison meaningless;
the figure is nevertheless low for a distribution whose variance is effectively infinite!

The final row of Table 5.1 demonstrates a way to implement a uniform prior (over a
bounded interval) using a penalty function. In practice this is equivalent to constraining the
output value to lie within this interval, and therefore shows that hard constraints on output
values (such as the non-negative constraint of Section 5.2) have a simple interpretation as
regions of zero prior probability on the outputs. We also note that while the uniform dis-
tribution maximises entropy for a discrete variable, this is not the case for a (fixed variance)
continuous random variable.

5.4.3 Kurtosis as an indication of sparseness and entropy

The last column of Table 5.1 gives the kurtosis of the distributions. Kurtosis is a normalised
form of the fourth central moment of a distribution. It is commonly defined as

K � 1� 4 � � a � a � 4 p � a � da � 3

for a density p � a � , where a is the mean and � 2 the variance of the distribution. The offset
of � 3 is not always used, but is often included because it means that the baseline Gaussian
distribution has zero kurtosis.

Kurtosis is introduced here because it has been used in recent literature as a measure of
sparseness (Barlow, 1994; Field, 1994; Baddeley, 1996).2 Amongst unimodal distributions, it
is a means of quantifying their ‘peakiness’ or, equivalently, the proportion of ‘weight’ (vari-
ance) in the tails, with a large positive value indicating a highly peaked and heavy-tailed
distribution. Indeed, we observe that the first three distributions featured in Table 5.1, all
peaked at zero, have increasing kurtoses, corresponding to increasing peakiness (and de-
creasing entropy). Conversely, the uniform distribution, which is less peaked than a Gaus-
sian, has negative kurtosis.

This property extends to other unimodal distributions, including those that are non-
symmetric (skewed), suggesting that high kurtosis is a good indicator of both high sparse-
ness and low entropy in the unimodal case. Its usefulness in more general cases is less clear.

Kurtosis has been used as a projection index for exploratory projection pursuit (Huber,
1985; Jones and Sibson, 1987), and in an extension of this to a neural network architecture
(Fyfe and Baddeley, 1995b). It is also a key measure in some recent ‘nonlinear PCA’ networks
(Oja, 1995; Karhunen et al., 1995).

It is not however clear that kurtosis is providing these techniques with a useful quantity.
For multimodal distributions, it is quite possible for the kurtosis to be positive, negative or

2Other measures of sparseness have also been used. Treves and Rolls (1991) and Rolls and Tovee (1995) give
an alternative definition for use with neural firing rates, but this does not appear to be generally applicable.
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Figure 5.5: A multimodal distribution with zero kurtosis, generated by superimposing three
equally-spaced Gaussians with the same width, but with the central one having four times
the weight of the other two. Any distribution generated in this way will have zero kurtosis.
This particular one also has unit variance. It has a differential entropy of approximately
0 � 554 nats.

even zero, the last of these cases being illustrated by Figure 5.5. This shows a multimodal
distribution that has zero kurtosis, but very low entropy (0 � 554 nats) and could arguably be
described as sparse (it is certainly highly peaked at zero).

In the light of this, we may observe that kurtosis by itself is not a reliable indicator of
sparseness, entropy, or even (since Figure 5.5 is highly non-Gaussian but has identical kurto-
sis) of deviation from a normal distribution. In this thesis, subsequent mention of degrees of
sparseness may be equated with kurtosis, but only amongst distributions that are unimodal
and peaked at zero — the sparseness of other distributions is undefined.

It should also be reiterated that in Chapter 2 we identified entropy as the theoretical basis
for determining the interest of output distributions. From a practical viewpoint however, it
is not appropriate for a simple neural network model to use entropy directly, as it is both
difficult to estimate and, as noted in Section 5.3, difficult to optimise.

Consequently we have introduced, by the use of fixed low-entropy priors, a means of re-
ducing the entropy of the output distributions. The precise form of the assumed priors is not
crucial, since there is no guarantee that the true output distributions will ever match them
exactly. They nevertheless incorporate strong assumptions, particularly about the location
of peaks in the final distributions. The contention is that to make the assumptions clear in
this way is a more principled approach than to use kurtosis (or other higher order statistics
of individual outputs), for which the underlying assumptions are less easily understood.

5.5 Weight constraints

The penalties thus far have all been functions of the network’s output values. It is quite
possible to penalise weight values in a similar way. Techniques of this type are in common
use for supervised neural networks (e.g. Bishop, 1995, Chap. 9), so we shall not go into detail
here, except to note that they are also applicable to the REC network. In its simplest form,
a weight penalty term is made proportional to the sum of the squares of the weight values.
This is easily implemented for gradient descent by incorporating a linear ‘decay’ term in
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each weight update, giving
�

wi � � � air �
�

wwi � (5.18)

as the modified Hebbian learning rule for the REC network, where
�

w is the rate of decay.
It is quite possible to interpret such penalties in terms of priors (Mackay, 1995; Ripley, 1996,
Chap. 5) as we did for the output penalties, although the independence assumption is less
easily justified in this case. Standard weight decay (5.18) corresponds to a zero-mean Gaus-
sian prior distribution on the weight values. It can also be useful to make the degree of
weight decay dependent on the magnitude of the corresponding output value, for example
using

�
wi � � � air �

�
wa2

i wi � � (5.19)

This prevents the weights of ‘unused’ output units from becoming too small.
Although weight decay in this form (5.19) is used in Section 5.9.3 below, the majority of

experiments described here use only hard constraints on the weights, typically in the form of
upper and lower bounds on values and, in continuous domains, normalisation of the weight
values. The latter constraint is most easily applied ‘manually’ by normalising each weight
vector to a fixed length after a set of updates, but, if a more ‘online’ approach were needed,
could equally be achieved using a modification of Oja’s rule (3.13):

�
wi � � ai � r � aiwi � �

This turns out to be the same as the weight decay rule (5.19) when
�

w is equal to one.

5.6 The entropy of sparse codes

We have set out to discover low entropy codes, and have identified sparseness as one means
of characterising output distributions that may help us to achieve this. We need however
to be clear about the assumptions inherent in this approach, and the situations under which
a sparseness criterion alone will fail to minimise overall output entropy. For convenience,
because it avoids complications with entropic quantities, the discussion in this section is
based on discrete-valued codes, but the ideas can equally be applied to the continuous case.

Let us consider what happens if we take the sparseness assumption to its limit, while still
assuming an information-preserving code. In this case, each pattern will be represented by
(at most) a single active output (we may safely reject the case where all outputs are always
inactive, which, though maximally sparse, is unable to convey any information). This takes
us back to a winner-take-all style of activation, which we previously rejected in Section 3.5.
Such a code does not minimise entropy as the outputs are not statistically independent (the
fact that one output is active implies that all others are inactive), but since this is the direction
in which any sparseness-promoting constraint will take us, it is worth considering whether
this does at least give us a low entropy code.

If we consider the binary case, the bit entropy Hb (sum of the individual output entropies)
for N distinct input patterns (and therefore N used outputs) is given by

Hb � x � �
N

∑
i � 1

pi log pi �
N

∑
i � 1

� 1 � pi � log � 1 � pi � 	 1
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where pi is the probability of the ith input pattern. Noting that the first term in this expres-
sion is simply the input entropy H � x � , we obtain the following expression for the redun-
dancy in this code:

Hb � x � � H � x � �
N

∑
i � 1

� 1 � pi � log � 1 � pi � 	 1
�

This has its maximum value when all patterns are equally probable (pi � 1
�

N), giving N � 1 �
1
�

N � log � 1 � 1
�

N � 	 1 as the upper bound on the redundancy. This expression approaches a
maximum of approximately 1 � 44 bits as N becomes large, and so a single-bit code of this type
will have at most that amount of redundancy. This tells us that a maximally sparse binary
information-preserving code is guaranteed to have low entropy, and gives some additional
justification for pursuing sparseness.

The reason that this does not yield a minimum entropy code is that minimising terms
independently is not the same as minimising their sum. The overall aim is to find the min-
imum of ∑n

i � 1 H � ai � . While the minimum may be at a point where each of the terms in the
summation is small, it might equally be where one term is large and the remainder zero, or
somewhere in between. In other words, a minimum entropy code could require entropy to
be spread thinly between many elements, or concentrated on just a few.

This gives us a feel for why finding minimum entropy codes is a combinatorially hard
problem: for each element in isolation we do not know whether we should be attempting
to increase or decrease the entropy in order to work towards the global minimum. It also
suggests that algorithms that claim to perform general-purpose ICA by gradient descent are
likely to be making strong hidden assumptions, or be beset by problems of local minima.

The assumption we are making by attempting to minimise the sparseness of all outputs
individually is that the entropy is indeed spread reasonably evenly between the outputs at
the minimum entropy solution. This technique can be prevented from degenerating to the
WTA solution (which is unlikely to represent the true structure of the data) by the loose bot-
tleneck at the output, as discussed in Section 5.1. Put another way, sparseness-promoting
penalties tend to spread entropy thinly between outputs, but we can prevent this from be-
coming too thin by limiting the number of outputs available.

The shapes problem (Section 4.12.2, page 58) provides a concrete example of some of
these points. Firstly we note that the sparsest code (in terms of minimising the expected
sum of output values) for this data set is one that represents each of the 4096 distinct pat-
terns separately. Limiting the number of output units enables us to prevent this unwanted
solution.

Secondly, however, the solution presented in Figure 4.8 does not give a minimum entropy
code: each pattern contains only one example of each shape, so the fact that one ‘square-
detector’ is active, for example, means that all of the others will be inactive. The minimum
entropy code in this case has only three elements, each representing one of the three shapes,
and each taking on one of sixteen discrete values indicating the position of the shape on the
grid. A system that discovers such a code has ‘realised’ that, in this example, the concepts of
‘what’ and ‘where’ are independent. The linear model of the REC network has no means of
generating such a code, however, so we have to be content with a solution that has higher
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entropy, and greater sparseness, than the optimum, and perhaps argue that the extraction of
position is a job for a higher-level process.

5.7 Overcomplete representations and linear programming

Penalties were introduced to the REC network in Section 5.3 to address two problems: first,
to resolve ambiguity in activation where reconstruction error alone yields multiple solutions,
and second, to resolve ambiguity in learning by ‘pushing’ outputs toward their desired val-
ues. We shall look here at a way to resolve the first ambiguity alone, i.e. to guarantee unique
(and useful) solutions in activation, but without considering the effects on learning. If effi-
cient, such a technique could be useful as a fast means of activating a REC network after the
weights have reached their optimal values.

As mentioned earlier, the ambiguity in activation only occurs when there is some form
of linear dependency in the weight vectors, resulting in a line (or plane, etc.) of solutions.
We shall concentrate primarily on the case where there are more weight vectors than input
dimensions (n � m), because the weights must be linearly dependent in this case. We shall
say that such a set of weights provides an overcomplete basis for representing input patterns.3

Overcomplete representations are of interest to us, because it is quite possible for a set
of data to have more independent features than dimensions (Section 5.1), a fact often over-
looked in the development of ICA algorithms. They are also of biological significance, be-
cause it appears that such representations are used in the mammalian brain. There is, for
example, a vast increase in numbers of neurons between the retina and the primary visual
cortex, an issue discussed in this context by Olshausen and Field (1997).

One method of resolving the ambiguity inherent in an overcomplete basis was presented
in Section 4.5: using the pseudoinverse of the weight matrix will result in the shortest output
vector a that fulfils the least-squares criterion, i.e. the solution for which ∑n

i � 1 a2
i is minimised.

This measure is often termed the L2-norm. More generally, the Lr-norm of an n-element
vector a is defined as

�
a
�

r �
n

∑
i � 1

�
ai
� r

�

For the case where r � 1, this equation becomes identical to the penalty term
�

(Section 5.3)
when each of the individual penalty functions is absolute-linear ( � � a � � �

a
�
). Since this con-

straint was adopted to find sparse codes, we see that minimising the L1-norm, subject to
achieving zero reconstruction error, finds the sparsest way to represent a point in an overcom-
plete basis. Similarly, we may reject the L2-norm minimisation given by the pseudoinverse
for the same reason we rejected the a2 penalty function as a sparseness-promoting penalty.
The difference between the two is illustrated in Figure 5.6 by a simple example.

L1-norm minimisation for the non-negative case may be expressed as a linear program-
ming (LP) problem. The standard form for linear programming (e.g. Luenberger, 1984) may

3It is also of course possible to have linearly dependent weights when n � m, corresponding to the situation
where the model can only represent a subspace of the input space but produces an overcomplete representation
within this subspace.
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w1

w2 w3

a3w3

L2-norm � 2 � 48
L1-norm � 2 � 67 L1-norm � 2 � 40

L2-norm � 3 � 51

a2 � 0

a3w3

a2w2

a1w1 a1w1

Figure 5.6: A demonstration of the difference between the representations in an overcom-
plete system resulting from minimisation of the L2- and L1-norms. The three 2-D basis vec-
tors, w1, w2 and w3, each of unit length, are shown on the left. The representations of a ‘data
point’ (shown as a dotted line) are shown for a minimisation of the L2-norm (centre) and the
L1-norm (right) of the vector a � � a1 � a2 � a3

�
T. Note that for the representation with minimum

L1-norm, the vector w2, whose direction is furthest from the data point, is not used at all.

be written as

Minimise cTa

subject to Wa � x and a � 0
(5.20)

where the vector inequality a � 0 means that all elements of a are non-negative. The standard
notation associated with LP has been adjusted here to fit in with the network model. The
problem of finding the representation with minimum L1-norm in an overcomplete system
now simply involves setting c � 1, i.e. a column vector with all elements equal to one (Chen,
1995).

Note that the non-negative constraint on the elements ai is required here because setting
c � 1 creates an objective function of ∑n

i � 1 ai, which is the L1-norm but without the abso-
lute value operator. However, removing this constraint requires no more than expanding
the matrix W with a negated version, i.e. replacing W in (5.20) with W � � � W � � W � and a
with a � � � u; v � , where u and v are both n-element column vectors. Having performed the
minimisation, a set of coefficients without the non-negative constraint is given by a � u � v.

In coping with overcomplete representations in this way, the minimisation has been
switched entirely to the L1-norm of the output vector a, and zero reconstruction error has
become a hard constraint. The assumption here is that an exact reconstruction will always
be possible, i.e. that the matrix W has rank m. If this were not the case, a sensible represen-
tation could still be found using a two-stage process: first, project the input down into the
subspace spanned by W, subject to the least-squares criterion, then use this projected version
as the input to the LP problem (5.20). The only problem with this approach is that by order-
ing the two stages it gives fixed priorities to the two criteria of reconstruction and sparseness,
with minimisation of reconstruction error taking absolute precedence. By contrast, the use
of penalty terms gives a way to adjust the relative priorities through the parameter

�
.

The advantage however of casting the task as an LP problem is that it makes available a
range of techniques tailored specifically to linear programming (e.g. Gill et al., 1991). These
methods have been the subject of much research in recent years, and are likely to be signifi-
cantly more efficient than more general-purpose optimisers. As noted above, the absence of
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residuals means that the technique is not directly applicable to the REC network during the
learning phase, but the next section looks at a method that could overcome this limitation.

5.8 Promoting sparseness by under-activation

The primary role of introducing a penalty term into the activation error function for the REC
network is to induce an extra reconstruction error to help drive the learning process toward
a desired solution. For ‘sparseness penalties,’ i.e. all monotonically increasing functions of�
ai
�
, this will in all cases result in an output vector a that is closer to the origin than would

have been the case without the penalty. In the light of this, it is worth asking whether a more
simple-minded approach could achieve the same objective. In this section we shall examine
what happens when we remove the penalty from the error function, and simply move each
output value by a fixed amount toward zero after activation.

We shall assume for simplicity that n � m and that the weight matrix W has full rank (but
the ideas remain applicable in the more general case). Under this assumption, every input
pattern x may be represented without error in the unpenalised case. Moving the resulting
output value ai by a fixed amount

�
toward zero artificially induces a reconstruction error of

�
sgn � ai � wi, where

sgn � a � �

�
�
�
��
�
�
�

� � 1 if a 
 0,

0 if a � 0,

� 1 if a � 0.

We are assuming that the change in the output value is determined solely by its original
sign, so that if the value was originally close to zero, the sign may be different after the
adjustment, i.e. the change in value may ‘overshoot’ zero. This is mathematically convenient,
but will fail in some cases to achieve the stated aim of making all the coefficients a i closer to
zero. Nevertheless, overshoot may always be prevented in a majority of cases by making

�

suitably small.
Applying these changes to all of the outputs results in a total reconstruction error r of

r � � n

∑
i � 1

sgn � ai � wi � (5.21)

Using the Hebbian learning rule as previously (4.15), the weight updates are given by

�
wi � � � � ai �

�
sgn � ai � �

n

∑
k � 1

sgn � ak � wk (5.22)

where ai represents the output values before applying the changes toward zero. It appears
difficult to associate a Lyapunov (objective) function with this update rule, but it is informa-
tive to examine the situation in a stable state (i.e. where

�
i � �

wi � 0), assuming such a state
can be reached. If we assume

�
to be small in comparison with the expected absolute values

of the outputs ai, then for purposes of analysis, we may approximate (5.22) as

�
wi

� � �
ai

n

∑
k � 1

sgn � ak � wk �
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To achieve a stable state under this assumption therefore requires that

�
�
ai

n

∑
k � 1

sgn � ak � wk

�
� 0 � (5.23)

In fact, in the absence of bounds on the weights such a state will never be reached, because
the residuals introduced to promote sparseness cause the magnitude of the weight values to
grow without bound. If we assume that the weight vectors are constrained by normalisation,
then any changes that occur along the direction of the weight vector will have no effect.
Subtracting these out results in a stability requirement of

� � ai � r � � rTwi � wi � � � 0 (5.24)

where r is the residual, as defined in (5.21). In particular, we note that the term in the sum-
mation where k � i in (5.23) may be ignored because it represents a change solely along the
direction of the weight vector. Using this fact, and substituting (5.21) into (5.24) for the case
where n � 2, the twin requirements for a stable state are found to be

� � a1 sgn � a2 � � w2 � � wT
2w1 � w1 � � � 0 and

� � a2 sgn � a1 � � w1 � � wT
1w2 � w2 � � � 0

which, since we assume that w1 and w2 are not parallel, implies that

� � a1 sgn � a2 � � � 0 and
� � a2 sgn � a1 � � � 0 �

(5.25)

We may compare these conditions with the requirement for two decorrelated zero-mean
variables, i.e. the requirement that

� � a1a2 � � 0. It is not so easy to make a statistical interpre-
tation of (5.25), although some insight may be gained by attempting a polynomial expansion
of sgn � a � . This is not possible directly because of the discontinuity at a � 0, but may be ap-
proximated (close to zero) by a hyperbolic tangent with sharp cutoff, or by the Fourier series
for a square wave. In either case, the Taylor expansion results, as we would expect for an
odd function, in a series of terms in all of the odd powers of a.

Broadly, therefore, the conditions (5.25) are requiring some function of the higher order
joint statistics of the output values to be zero. This is potentially useful because if two ran-
dom variables a1 and a2 are statistically independent, then we know that

� � f � a1 � g � a2 � � � � � f � a1 � � � � g � a2 � � (5.26)

for any functions f and g. The right-hand side of (5.26) will be zero when a1 and a2 are
symmetrically distributed and f and g are odd, so we may interpret the fulfilment of (5.25) as
evidence (although certainly not proof) of the statistical independence of a1 and a2 assuming
they are symmetrically distributed about zero. The functions f and g are often known as
contrast functions (Comon, 1994).

We see that our technique of under-activation has, with two outputs, produced the func-
tions f � a � � a and g � a � � sgn � a � . These are among the possible functions suggested by Jut-
ten and Herault (1991) for their ‘blind separation’ algorithm. Their effect is illustrated in
Figure 5.7. The solid lines show the weight values where the two conditions in (5.25) are met



5.8 Promoting sparseness by under-activation 88

0 45 90 135 180
0

45

90

135

180

PCA

ICA

ICA

�
1 (degrees)

� 2
(d

eg
re

es
)

Figure 5.7: Three zero-contours from the same sparse data as was used to plot Figure 3.5 (31,
q.v.). The values � 1 and � 2 are the angles to the horizontal of two weight vectors, w1 and w2,
with the (curved) lines showing the values for which ��� f � a1

�
g � a2
� � � 0, for the output values

a1 and a2, and various functions f and g. The dotted line shows the zero contour where f
and g are identity functions, and hence where a1 and a2 are uncorrelated, as in the earlier
diagram. The solid lines show the cases where f � a

� � a and g � a
� � sgn � a

�
, and vice versa.

for an example using the two-dimensional sparse data shown previously in Figure 3.4(b).
The conditions are only satisfied simultaneously at two points (excluding permutations of
the weight vectors), one of which is where the weights represent the underlying indepen-
dent components of the data, marked ‘ICA.’ Further empirical investigation shows the other
point to be an unstable solution, in that even if the network in started in this state, the weight
vectors will, under the algorithm set out above, migrate to the independent component so-
lution.

The technique that has been presented here is somewhat ad hoc, and indeed has only
been analysed in detail for the case n � 2, but is nevertheless interesting for a number of rea-
sons. Firstly it suggests that there may be a sparseness assumption implicit in the Jutten and
Herault approach to ICA, at least for certain contrast functions, and this may indicate why
the algorithm has been shown to fail in more general cases (Comon et al., 1991; Sorouchyari,
1991). Secondly, this technique could well be useful as a fast means of applying sparseness
constraints to the REC network. While activation with penalties requires a potentially costly
minimisation, this method allows the use of faster techniques such as the pseudoinverse
(Section 7.4.1) or linear programming (Section 5.7) for the activation of the network. Exper-
iments demonstrating its use are described in Sections 5.9.1 and 7.3.2. Finally, even where
penalties are applied as part of the activation process, we have an indication that we may be
able to get away without doing a very good job of the minimisation, for example by only us-
ing a limited number of iterations. An experiment taking advantage of this idea is presented
in Section 7.1.
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5.9 Experiments

A number of ways to constrain the solutions produced by the REC network have been pre-
sented and discussed in this chapter. In this section we look at some simple experiments
that use these ideas, and for which the unconstrained network of Chapter 4 would have
been unable to provide correct results.

5.9.1 Independent components from linear data

In this series of experiments, the REC network was tested on a number of examples where
data were generated by linear superposition of univariate distributions, as set out on page 29.
In each case, appropriate priors were applied using soft and/or hard constraints. The prob-
lems tackled here are often described as linear ICA (Deco and Obradovic, 1996, Chap. 4) or
blind deconvolution (Bell and Sejnowski, 1995).

Two sparse distributions

The first experiment used the data previously shown in Figure 3.4(b) (page 30), generated
by the superposition of two (Weibull) distributions peaked at zero. A two-output REC net-
work was used, with a linear penalty (Equation 5.6) applied during activation. The objective
function is therefore

Ep � �
x �

�
x
� 2 � � n

∑
i � 1

�
ai
�

�

The penalty parameter
�

was set to 0 � 1. The network was trained with a learning rate � of
0 � 005, with weight updates applied after every 500 patterns, and the weight vectors kept
normalised to unit length.

The results of a typical run are shown in Figure 5.8(a). The values of the two weight vec-
tors after every five weight updates are plotted as circles and crosses respectively, with the
final positions shown as solid lines. The network has correctly discovered the orientations
of the two independent distributions (to within � 0 � 1 � ).

The technique of under-activating the network by a fixed amount rather than using
penalties (Section 5.8) was also applied to this problem, with qualitatively very similar re-
sults.

Two uniform distributions

The second experiment used data generated by two uniform (non-sparse) distributions over
the interval � � 1, 1 � . No penalties were used, but the network’s outputs were constrained
to lie within the same � � 1, 1 � interval. Results from a run with a high learning rate (5 � 0)
are shown in Figure 5.8(b). The weight vectors were again constrained to have unit length.
Updates were applied after each pattern, and the trajectories are plotted at intervals of 5000
updates.

The weight values moved rapidly towards their final values at first, but then increas-
ingly slowly. This is because residual errors are produced only by points in the ‘corners’
of the distribution, which are unreachable by incorrectly oriented weight vectors. Both the
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Figure 5.8: Samples of data generated by the linear superposition of two independent uni-
variate random variables in two dimensions. In each case the underlying distributions are
oriented at 18 � and 60 � to the horizontal, but the densities are different, as described in the
main text. The sample size is 5000 for (a) and (c) and 2500 for (b). The data sets (a) and (b)
are noise-free, but (c) is corrupted by spherical Gaussian noise of variance 0 � 4. Each diagram
also shows the trajectories of the weight vectors for a REC network trained on the data, with
initial and intermediate values shown by a series of circles or crosses, and the final values
represented with a solid line.
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number of unreachable points and the magnitude of the errors decrease as the weights near
the solution.

In this case we have used precise prior knowledge of the extents of the underlying dis-
tributions. This example is, however, more artificial than most, and is only included here
because it is used as to illustrate several ICA techniques (e.g. Karhunen et al., 1995; Deco
and Obradovic, 1996). We should also note that we are using an extremely inefficient way
of finding the underlying features in this case — if a set of data really were distributed in
this way, we would be much better off using a convex hull type method (as discussed in
Section 5.2) to find the solution.

Two non-negative distributions with noise

A third experiment returned to the example shown in Figure 5.1(c) (page 68), i.e. where
the data are generated by non-negative distributions, peaked at zero, with added spherical
Gaussian noise. The network outputs were constrained to be non-negative, and a linear
penalty was applied.

A sample of the data, and some sample results, are shown in Figure 5.8(c). The results
obtained are sensitive to the value of the penalty parameter

�
in this case: if set too low, the

final weight vectors are spread too widely, the problem observed in the absence of penalties
in Section 5.2; if set too high the final weight directions tend to be too close together, although
this effect is far less pronounced. Although we noted in Section 5.4 that the parameter

�
has

a direct relation to noise variance, this assumes that we can know in advance the exact form
of the ‘signal’ distributions, including their variance. This is unrealistic for real data, but we
should often be able to make a reasonable guess.

The results depicted in Figure 5.8(c) were obtained for
� � 1 � 5, and gave final weight

values to within 2 � of the correct orientations. The learning rate � was 0 � 005, weight updates
were applied after 500 patterns, and the weight trajectories have been plotted after every 10
updates.

The continuous-valued feature problem

In a fourth set of experiments, the network was tested on a higher-dimensional problem
using the data first introduced in Section 4.12.3 (page 61). As noted there, and in Section 5.2,
the non-negative constraint alone is not sufficient to force the REC network to produce exact
solutions.

By additional application of a linear sparseness-promoting penalty, it proved possible
to find accurate matches to the underlying features in both noise-free and noise-corrupted
cases. For noise-free data, precise results could be obtained rapidly by beginning training
with a high value of

�
, and subsequently reducing it towards zero. In the noisy case, as

noted above, the optimal choice of
�

is dependent on the noise variance.

5.9.2 Overcomplete representations

This experiment concentrates on an example that, to the author’s knowledge, none of the
existing ICA techniques are able to tackle, namely one where the number of independent
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Figure 5.9: Samples generated from three independent univariate distributions in two di-
mensions, thus requiring an overcomplete system to represent correctly the underlying struc-
ture. (a) Results obtained from a REC network trained on these data from random initial
starting weights. The trajectories of the weight values are represented as previously, using
circles, crosses, and pluses. (b) Results from the same network with the task deliberately
made harder by setting the initial orientations of the weight vectors close to each other at
around 90 � to the horizontal.

features is greater than the number of input dimensions.
To find these features with a REC network, we require that the number of outputs exceeds

the number of inputs (n � m). The penalty functions now take on two simultaneous roles:
first to resolve the ambiguity in activation caused by an overcomplete linear representation,
and second, as in the previous experiments, to induce errors that push the weight vectors
toward the underlying features.

In this example, a set of data points was generated by the superposition of three uni-
variate distributions in two dimensions. Double-tailed Weibull distributions (Equation 3.17)
were used, with parameters � � 1 and 	 � 2

3 , as previously. They were oriented at angles of
18 � , 60 � and 125 � to the horizontal, with variances of 0 � 7, 2 � 0 and 0 � 2 respectively.

A three-output REC network was used, and a linear penalty applied with a parameter
�

of 0 � 01. The network was trained with a learning rate � of 0 � 005, with weight updates
applied after 500 patterns, and the weights normalised to unit length after each update.
The results of a typical run with random initial weights are shown in Figure 5.9(a). The
paths of the weight values during learning (plotted after every 10 updates) show that the
high-variance component (at 60 � ) has been picked out very quickly, with the network being
slower to discover accurately those with lower variance.

As an empirical test for the presence of local minima, the same network was retrained
with the initial orientations of the weights set very close to each other (at around 90 � to the
horizontal). There is a danger in this case that only two of the features will be found, with one
of the weight vectors ‘stuck’ in between. The results are plotted in Figure 5.9(b). This shows
that the high-variance feature was again picked out very rapidly, but the corresponding
weight vector ‘overshot’ slightly to compensate for the fact that nothing, as yet, was properly
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(a) (b)

Figure 5.10: (a) The ‘dictionary’ of binary patterns used by both the left and the right pro-
cesses to generate the dual-component data set. Each row represents a different one of the
thirteen possible patterns, with a white square representing one and a black square minus
one, as previously. (b) An example of the weight vectors produced by a thirty-output REC
network trained on the dual-component data. Each row represents a different weight vector.
The left and right halves are divided with a line for illustrative purposes, but this structure
was in no way enforced by the network architecture.

representing the distribution oriented at 18
�

. The progress of a second weight vector towards
this orientation was slowed, but not halted, by having to pass over the 125

�

feature, with the
third remaining largely static until this had happened. The network took approximately
three times as long to reach the solution as in the previous example.

In a final test, the weights were initialised at around 45
�

, between the two higher-variance
features. Even this did not prevent the correct solution from being found, although the time
taken was slightly longer again. In each of these experiments the final orientations of the
three weight vectors matched those of the underlying features to within half a degree.

5.9.3 Dual-component data set

The ‘dual-component’ data set was introduced by Zemel (1993) as an example requiring a
competitive system that is nevertheless able to represent two pattern elements simultane-
ously. There are twenty-two inputs. Patterns are created by two independent processes, one
producing the first eleven inputs, and the other the remaining eleven. Each process generates
one of thirteen possible binary patterns (each occurring with equal probability). The ‘dictio-
naries’ of possible patterns are the same for each process, and are shown in Figure 5.10(a).
A good solution to the problem will identify the two halves of the input as coming from in-
dependent sources. Unlike previous examples, a binary zero is here represented by a minus
one input value, to allow a zero weight to represent a new ‘don’t care’ value, an issue that
will be discussed further in Section 6.3.2.

An example of the weights produced by a REC network with thirty outputs is shown in
Figure 5.10(b). With these weights, the network will encode every input pattern as desired
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Figure 5.11: The prior probability density function imposed upon output values of the REC
network used to tackle the dual-component problem, produced by a combination of hard
constraints and both sparseness-promoting and ‘binary’ penalties.

with two active outputs, each representing one half of the input. Learning this representation
is, however, not an easy task for what is essentially a continuous-valued projection-based
network, for a number of reasons.

Firstly, we may note that for a purely linear model, the problem requires an overcomplete
representation, since there are only 22 inputs, but a minimum of 26 outputs are needed for
the correct solution. Secondly the solution requires a very sparse code, because we expect to
find only two active units for each input pattern. Thirdly, even when the inputs are correctly
separated into two halves, the desired representation is still overcomplete, since we require
a set of 11-dimensional values to be represented by 13 output values.

To obtain solutions of the type shown in Figure 5.10(b), therefore, a number of constraints
were applied to the network:

1. The output values were constrained to be non-negative (Section 5.2).

2. A linear sparseness-promoting penalty (5.6) was applied during activation.

3. A ‘binary’ penalty (5.5) was also applied, and an upper bound of one placed on the
output values.

4. Weight values were constrained to lie in the range � � 1, 1 � .
5. Weight decay (Section 5.5) was applied during learning.

The exact form of the output penalty term was

� � a � � 100 � � a2 � � a � 1 � 2 � � a � (5.27)

This was combined with the reconstruction error as in (5.4) with the penalty parameter
�

set to 0 � 3. A graph of the prior placed on the output values by using this penalty function,
combined with the ‘hard’ constraint that the values must lie in the range � 0, 1 � is shown
in Figure 5.11. This function was calculated from (5.27) using c � exp � � � � a � � , where c is a
normalising constant.

Weight values were randomly initialised in the range � � 0 � 05, 0 � 05 � , with these small
values being used merely so that the weight values of ‘unused’ units do not clutter Fig-
ure 5.10(b). The learning rate � was fixed at 0 � 5. Weight decay was applied using (5.19)
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(a) (b)

Figure 5.12: (a) An example of the weight values produced by a fifty-output REC network
trained on the dual-component data, showing that the penalties cause a sparse represen-
tation to be produced even when the output bottleneck is loosened. (b) An example of the
final weight values produced by the same network, but with the penalty terms omitted from
the error function.

with a parameter
�

w � 0 � 01. A stable state of the form shown in Figure 5.10(b) was typically
reached after about 1000 pattern presentations. Constraints 3 and 5 in the above list were not
essential to obtaining good solutions, but their inclusion in this instance was found to speed
convergence by a factor of two or more.

The use of the linear penalty (constraint 2) was however found to be essential. Even
when the network had many more outputs than required, its use prevented unwanted solu-
tions, such as cases where units represent only a few bits of a pattern, from being found. An
example of the representation produced by a network with fifty outputs, but otherwise un-
changed, is shown in Figure 5.12(a). Without any form of penalty (

� � 0), a network of this
size will quickly converge to a seemingly random representation of the input, an example of
which is shown in Figure 5.12(b).

A fair degree of domain-specific knowledge has been used in this experiment in order to
achieve the desired solution. Although it might appear unreasonable to expect to have this
amount of prior knowledge for real-world problems, the system is nevertheless arguably
more flexible than Zemel’s (1993) original solution to this problem, which requires the dual
nature of the data to be ‘wired in’ to the model to enable it to generate the desired code.
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5.10 Discussion

This chapter has looked at various means of constraining the REC model to enable it to find
efficient and not just complete codes for its input data. It is accepted that this approach re-
quires various prior assumptions about the nature of the data. The contention is, however,
that similar assumptions are being made by most other feature-detection techniques. Var-
ious projection pursuit and ICA methods, for example, use projection indices and contrast
functions that only partially capture higher order statistics. This implicitly introduces as-
sumptions, but in a way that prevents us from understanding their exact nature. It is argued
that where, as here, the constraints are explicit and easily understood, we are in a much bet-
ter position to evaluate their applicability to particular problems, and modify them where
necessary.

The next chapter takes a sideways step to explore modifications to the REC network’s
linear generative model, but we shall return in Chapter 7 to the techniques developed here,
in order to look at their application to real-world problems.



Chapter 6

Mixture Models

The modelling framework used in this thesis incorporates the idea that single data points
may be produced by multiple causes, i.e. that the influences of several processes may com-
bine to produce the observed data. The way in which this combination is achieved is often
termed the mixture model,1 and we shall refer to the function underlying this as the mixing
function. Up to this point we have used linear summation as the mixing function. While
this may be valid (or at least a reasonable approximation) in many cases, in this chapter we
shall look at examples where more sophisticated mixture models are required, and at ways
in which they can be incorporated into the REC network architecture.

6.1 Related work

Several of the issues relating to the use of mixing functions are examined by Saund (1995).
He also discusses the closely related ideas of imaging models and voting rules. The term
‘imaging model’ is used in the fields of computer graphics and typography, where it refers
to the way in which different layers of colour are combined on a surface. A simple example
would be a number of processes laying down white on a black surface, where one or more
layers of white are sufficient to give a white result at any point — this is known as a ‘write-
white’ imaging model, and corresponds to a logical OR mixing function.

‘Voting rules’ are methods of combining different signals, each representing some ‘belief,’
in order to achieve a consensus. In this terminology, the logical OR mixing function becomes
a scheme whereby each individual can either vote ‘on’ or can abstain: a single ‘on’ vote is
sufficient for the consensus to be ‘on.’

Similar ideas are also found in the supervised neural network literature with mixtures of
experts (Jacobs et al., 1991) and ensembles or ‘committees’ of networks (Perrone and Cooper,
1993). The mixture of experts model has a network divided into separate subnets, with
their outputs mixed under the control of a gating network. The mixing function is poten-
tially quite complex, but in practice it tends to be used to select a single output from one
of the subnets. Such an architecture can therefore be viewed as mixing at a slightly higher
level, with each subnet becoming an ‘expert’ in a particular region of the input space, as

1The term ‘mixture model’ is also sometimes used to describe a linear combination of densities in probability
density estimation — it is used here in a more general sense.
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Figure 6.1: Part of a network implementation for a general mixing function f . The units
labelled ‘ f ’ and ‘ � i f ’ compute the corresponding function of their inputs. The unit labelled
‘ � ’ computes a product. The remaining two units are linear and labelled with their output
values. The dashed lines represent feedforward and feedback connections from other first-
layer and output units respectively.

opposed to combining multiple signals for a single input pattern as we shall consider here.
At a higher level still, entire networks may be trained separately and their predictions sub-
sequently combined. The outputs may be combined by averaging (for regression), majority
voting (for classification), or a more complex weighted combination (Krogh and Vedelsby,
1995).

6.2 Incorporating mixing functions into a network

Before examining examples of mixture models for particular problem domains, we shall look
in this section at how a general form of mixing function can be incorporated into the REC
network model.

Consider a general mixing function f , which takes as arguments the values of all outputs
weighted by the feedback connection weights to a particular input. This gives

�
x j � f � w1 ja1 � � � � � wn jan �

as the jth element of the reconstructed input, and
�

Er
�

ai
��� 2 � �

i f � � w1 ja1 � � � � � wn jan � � � x � �
x � Twi � (6.1)

as the derivative of the reconstruction error, where
�

i f is the partial derivative of f with
respect to its ith argument. In the following equations the arguments to

�
i f are omitted for

brevity.
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Figure 6.1 shows how this mixing function can be incorporated into the network. This is
in effect a graphical representation of (6.1). The original REC model (Figure 4.2) was much
simpler since f was linear, making

�
i f � 1, and removing the need for the extra units shown

here.
Despite the extra complexity in activating the network for the general case, learning re-

mains simple. The result from Appendix A tells us that the gradient of Er with respect to the
weights may be evaluated assuming the outputs a are fixed, so that

�
Er

�
wi j

��� 2 � x j �
�
x j � � �

i f � ai � (6.2)

Referring back to Figure 6.1, we see that (6.2) corresponds still to local Hebbian learning,
since the input to the ith output unit along its jth link is given by � x j �

�
x j � � �

i f � .

6.3 Models for binary patterns

Problems based on binary data give an example where the linear model is incorrect, since
under this model two superimposed ‘one’s give a ‘two,’ which is outside the binary domain.
We saw in the lines experiment of Section 4.12.1 that even with this incorrect model it is
possible to get good results provided that the degree of overlap between features is reason-
ably small in comparison with the overall magnitude of the feature vectors. With substantial
overlap, however, the inaccuracies of the mixture model prevent the correct solution from
being found.

6.3.1 Write-white imaging models

The lines data set is formed according to a write-white imaging model.2 As mentioned previ-
ously, this corresponds to a logical OR mixing function. To allow gradient descent activation
and learning this can be ‘softened’ by linear interpolation to form a ‘soft OR’ function (Saund,
1995), which gives

�
x j � 1 �

n

∏
k � 1

� 1 � akwk j � (6.3)

as the reconstructed input. A plot of this function (for n � 2 and w1 j � w2 j � 1) is shown in
Figure 6.2(a).

In Saund’s experiments, the objective function used was based on log-likelihood in the
binary domain:

Eb �
m

∑
i � 1

log � xi
�
xi � � 1 � xi � � 1 � �

xi � � � (6.4)

The experiments below (Section 6.5.1) explore the use of the soft OR mixing function in con-
junction with the squared residual (Equation 4.5) as the error metric.

2Of course a write-black model (as used by Saund) is exactly equivalent if the binary representations for white
and black are swapped. Write-white is used as the ‘default’ here simply because the majority of diagrams in this
thesis use white to represent positive values.
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Figure 6.2: Mesh and contour plots of two possible mixing functions for use with a write-
white imaging model. (a) The soft OR function (6.3), produced by linear interpolation be-
tween a zero at the origin and a one at all the other vertices of a � 0, 1 � -hypercube, shown
here for n � 2 and w1 j

� w2 j
� 1. (b) A saturated linear function that, while not as theoret-

ically attractive, lends itself more readily to a network implementation; the parameters are
the same as for (a).

A network implementation of the soft OR function requires the full complexity of Fig-
ure 6.1. This complexity is undesirable, since it requires more computation to activate
the network than previously: the evaluation of the error function and its gradient is more
costly, and a minimiser will typically require more gradient calculations because of the non-
quadratic nature of the error surface. It is worth considering therefore whether it is possible
to produce a similar but simpler mixing function with a scheme closer to the original net-
work model.

The principal requirements of the mixing function are that a combination of any number
of ones should give a one, and that a complete set of zeroes should combine to give zero.
A secondary requirement is that there be some form of interpolation between these binary
limits, ideally with two or more values that are less than one combining to give an overall
reconstruction that is also less than one. All of these requirements were met by the soft OR

function of Figure 6.2(a), but if we relax the final requirement and allow multiple values
below one to give a value of one when mixed, we can use the much simpler function shown
in Figure 6.2(b). This is just a ‘saturated’ linear summation with a maximum value of one.
Using this mixing function, we have that

� �
x j

�
ai

�
�� � 0 if

�
x j � 1,

wi j otherwise.
(6.5)

An extra modification makes life even easier. It is only essential to apply the saturation limit
on

�
x j (in order to achieve a zero reconstruction error) when the input value x j is one. When

this is done the gradient of the reconstruction error with respect to the outputs is simply
�

Er
�

ai
� � 2 � x � �

x � � wi

exactly as for the original network (4.6) — the case where
�
x j � 1 in (6.5) no longer needs to be
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considered separately, because x j �
�
x j will be zero anyway. Another advantage is that this

removes the discontinuity in the error gradient which causes problems for some minimisers.
The method for activating the output units therefore remains unchanged from the lin-

ear model (4.2), and all the modifications required to give the new mixture model can be
incorporated into the first-layer units, which now compute

r j �
���� x j � max � ∑k akwk j � 1 � if x j � 1,

x j � ∑k akwk j otherwise
(6.6)

where max � � is a function that returns the greater of its two arguments. Weight adjustment
is achieved by standard Hebbian learning (4.15), but a slight modification can improve per-
formance. Because patterns in this environment are produced using an OR operation, an
input of zero means that no output unit should write to that location (i.e. all units should
have a corresponding weight of zero), while an input of one means only that some unit or
units should have a corresponding weight of one. As a result of this, negative error signals
(resulting in downward pressure on weight values) are more significant than positive ones.
This imbalance can be reflected by using a larger learning rate for negative weight changes
than for positive ones, giving as the modified learning rule

�
wi j �

�� � ��� air j if r j 
 0,
� � air j otherwise

(6.7)

with � � � � � .
In Section 6.5.1, the method of mixing discussed here is applied to the lines problem,

and its effectiveness compared with both the unmodified network and the soft OR mixing
function. Before that we shall look at an extension of these ideas to slightly more complex
models.

6.3.2 Write-white-and-black imaging models

It is also possible for binary patterns to be formed by processes that explicitly produce ze-
roes as well as ones. In terms of an imaging model, this means that they may write both
white and black; in terms of voting rules, they can vote ‘yes’ or ‘no,’ or can abstain (‘don’t
know/care’).3 We have already seen a problem of this type with the dual-component data set
(Section 5.9.3). The solution used there was simply to encode white using � 1, black using � 1
and ‘no colour’ using 0, while continuing to use the linear mixing function. The limitations
of this approach are analogous to those of the network used to tackle the lines problem in
Section 4.12.1, namely that (for example) multiple ones will combine to give a value greater
than one. This was not a problem when using the dual-component data set, since each in-
put value was produced by exactly one process. In more complex environments, one would
need to determine the appropriate voting rule — this could be a majority vote, or a softer
variant whereby any process voting against the majority introduces some degree of doubt
into the outcome, represented for example by values with a magnitude less than one.

3Such patterns might more properly be seen as ternary rather than binary since an input could take on one
of three values: white, black or ‘no colour.’ In the case where at least one process writes white or black to each
input value, however, the patterns will be binary.
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Saund (1995) argues that a linear mixing function is not appropriate, because opposing
predictions by different output units will tend to cancel out, resulting in ‘little global pres-
sure for [units] to adopt don’t know values when they are not quite confident about their
predictions.’ He therefore suggests a mixing function with boundary values given by:

�
x j �

�� � 0 if ∑k ak
�
wk j

� � 0,
∑k akwkj

∑k ak
�
wkj

� if,
�

k � akwk j � � � 1 � 0 � 1 � �

The use of a normalised sum means that two opposing votes will not fully cancel out, but
will produce a degree of uncertainty in the combined prediction, causing a finite reconstruc-
tion error and driving any prediction that conflicts with the consensus toward zero. The
remaining values for

�
x j should ideally be determined by linear interpolation, but this has a

cost that is exponential in n, so Saund suggests a tractable approximation.
It is, however, possible to avoid this considerable complexity. We saw in Section 5.9.3

how the required ‘global pressure’ to adopt don’t know values could be provided instead
by priors on the output values and weights (penalties and weight decay). In environments
where, in addition, multiple processes potentially write to a single input, a scheme directly
analogous to the saturated linear mixing function presented in Section 6.3.1 could be used.

6.4 Modelling occlusion

Occlusion in a visual scene occurs when one object is partially or fully obscured by another.4

A number of approaches have been taken to discovering occlusion in machine vision (see
Chiu, 1996, Chap. 1, for a review). These include the use of T-junctions in line drawings, first
detailed by (Huffman, 1971), stereopsis (Malik, 1996), lighting effects (Yang and Kak, 1989),
or motion of the viewer (Chiu, 1996) or of objects within the scene (Marshall et al., 1996).

Here we shall look at a different means of determining occlusion, one that does not utilise
knowledge about junctions, or any of the depth cues listed above. We shall also assume there
is no perspective, meaning that all objects will appear the same size whatever their relative
depth. A good real-world analogy is therefore one of painting objects onto a planar surface.
A scene is produced by painting a selection of the objects in a particular order. The system’s
task, having been presented with a number of such scenes, is to determine the (unoccluded)
appearance of each object. Under these conditions, it would be impossible to infer any depth
information without some form of constraint on the visual environment: the constraint here
is that there are a limited number of distinct objects5 and we can therefore use bottlenecks
and sparseness constraints (Chapter 5) to discover them.

The write-white imaging model could be considered a simple case of an occlusion model:
one in which there is no need to consider the order in which objects are written, since the
fact that they are all of the same colour makes it impossible to determine relative depth even
if we wish to.

4It is also of course possible to have a concave object partially obscure itself, but for simplicity consideration
here is limited to planar objects perpendicular to the line of sight

5As in all previous examples, the system has no translation invariance, so congruent objects at different
locations are treated as distinct.
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To add occlusion to the write-white-and-black imaging model however does require a
notion of depth. In terms of voting rules, all processes vote in depth order, closest first:
the first non-abstention is decisive. In other words, for a particular point in the scene, the
imaging model considers only the closest object whose boundary includes that point.

This can be achieved with a mixing function of the following form:

�
x j �

n

∑
i � 1

bi jaiwi j � (6.8)

where bi j is a weighting between the ith process and the jth input location based on the
relative depth of the objects within the scene and i’s ‘vote.’

The boundary conditions for this model are that ai � � � 1 � 0 � 1 � and wi j � � � 1 � 0 � 1 � � �
i � j � .

The possible values for ai include � 1 here to allow for the case where the output values are
allowed to become negative to represent the inverted form of their weight vectors (black
becomes white, white becomes black). The depth of each object will be represented by d i,
with larger values used for objects closer to the observer. Under these conditions the mixing
function should select, for each position j within the scene, the colour of the object i with the
largest di from all those with non-zero ai and non-zero wi j. More formally,

bi j �
�� � 1 if i � S and di � maxk � S dk, where S � � k :

�
ak

� � 1 and
�
wk j

� � 1 � ,
0 otherwise. (6.9)

As before, some form of ‘softening’ is required to deal with intermediate values. Firstly,
we need a function that interpolates between the boundary values for the a i and wi j given
by (6.9), such as:

bi j �
�� � 1 if i � arg maxk � dk

�
akwk j

�
)

0 otherwise.
(6.10)

Secondly, we need to soften the maximisation, to allow alternative possible sources for a par-
ticular point to compete during training. This can be achieved with a normalising function
of the form

bi j � g � di
�
aiwi j

� �
∑n

k � 1 g � dk
�
akwk j

� � (6.11)

where g � � is a monotonically increasing function. When g � x � � ex, this becomes the well-
known ‘softmax’ function (Bridle, 1990a,b). In practice it was found that the use of softmax
could cause problems for the minimiser, and better results were obtained using g � x � � x3. A
possible explanation for this is shown in Figure 6.3, where both versions of the maximisation
function are plotted for n � 2. As the value of one of the arguments to the softmax function is
changed, the threshold moves while the shape remains otherwise constant, as shown by the
parallel contours in Figure 6.3(a). The cut-off for the x3-normalisation, by contrast, is very
sharp when one of the values is low, but the zero-one transition becomes more gradual as
that value increases, producing contours that radiate from � 0 � 0 � in Figure 6.3(b). This results
in the elimination of the plateau regions of the softmax function, which could explain the
improved performance of gradient-based optimisers with this form of the function.
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Figure 6.3: Mesh and contour plots of two softened maximisation functions. (a) The softmax
function, produced by setting g � x

� � ex in (6.11), and shown here for n � 2 and a1
� a2

�
w1 j

� w2 j
� � 1. (b) An alternative function, with g � x

� � x3, and the parameters otherwise
as in (a).

The error gradients with respect to both output and weight values are far from straight-
forward for this model, because the mixture weightings bi j used to calculate the recon-
structed input (6.8) are themselves functions of the outputs and weights, as are the depths d i.
For this reason, the output values are best calculated by a minimisation technique that does
not require direct evaluations of the gradient (such as the simplex method). Learning poses
a problem, but if we make the assumption that any residual error requires action from all
active units, whatever their relative depth (since an error means that the depths may well be
wrong anyway), then Hebbian learning (4.15) is again a natural choice, and has been found
to work reasonably well in practice.

Experiments using this occlusion mixture model are presented below in Sections 6.5.2
and 6.5.3. Unfortunately there is no simple network interpretation of the calculations re-
quired by this model. One approach that might lend itself more readily to a network imple-
mentation would be to include a temporal mechanism, and ‘play back’ the objects in depth
order, most distant first, in a method directly analogous to the use of a z-buffer in com-
puter graphics. Softening could be incorporated as necessary by giving units performing
the reconstruction a partial memory of previously written values. Such an approach is not
discussed further here, but would merit further investigation.

6.5 Experiments

6.5.1 The lines problem revisited

Section 4.12.1 gave results produced by training the basic REC network on the lines data set,
and it was noted at the time that the network’s mixture model was incorrect for this data.
In this section, we shall compare the performance of the original network on this task with
both the soft OR and the saturated linear models of Section 6.3.1.

In the experiments each network was trained on a number of variants of the data set, each
consisting of 10 000 randomly generated patterns with a different value of p (the probability
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p Linear Soft OR Saturated
0.2 524 165 123
0.3 1105 252 121
0.4 2002 478 137
0.5 7945 1225 169
0.6 — 8010 275
0.7 — — 655
0.8 — — 2728
0.9 — — 39080

Table 6.1: The results from training three networks on the lines data set. The average number
of patterns required to reach a stable solution is shown for each network (linear, soft OR,
saturated linear), and for a range of values for the line probability p. A blank in the table
indicates that the network showed no signs of reaching a solution within 50 000 patterns.

of a line appearing in each of the sixteen locations), the values varying from 0 � 2 up to 0 � 9 in
steps of 0 � 1.

Each of the three networks (linear, soft OR, saturated-linear) had 20 output units, and
weight changes were made after each pattern presentation. The linear network was given
a ‘binary’ penalty (5.5) with parameter

� � 1 � 0, and trained with a learning rate � of 0 � 4.
The soft OR network did not use penalised activation, and was trained with � � 1 � 0. The
saturated linear network used a linear penalty (5.6) with

� � 0 � 1, and weight updates were
calculated using (6.7) with � � � 2 � 4 and � � � 0 � 4. The parameter values given here are the
ones found to be best for a particular network, but the results obtained were broadly similar
for a wide range of values.

The results for all three networks are shown in Table 6.1. For each type of network and
value of p, the approximate number of pattern presentations required to reach a stable solu-
tion is shown. The numbers were produced by averaging the results from five runs of the
network with different random initial weights. A network was judged to have reached a
solution when all sixteen lines had been found, and when the weights for the units repre-
senting these lines were all either less than 0 � 15 or greater than 0 � 85.

As found previously, the linear network was able to find solutions reasonably rapidly for
small values of p, but failed for values greater than 0 � 6. As expected, the soft OR network
showed some improvement on this, finding results after fewer patterns, and for values of p
up to 0 � 6. This concurs roughly with Saund (1995), who reports a positive result using the
same mixing function but a different objective function (6.4) for p � 0 � 625.

Dramatic improvements were obtained however with the saturated linear network,
which was able to produce results extremely rapidly for values of p up to 0 � 7. It should
also be noted that the saturated linear network required well under half the CPU time per
pattern compared to the soft OR network. The network continued to produce solutions for
values of p up to 0 � 9, albeit requiring nearly 40 000 patterns to achieve this. It is worth bear-
ing in mind though that for p � 0 � 9, 68% of the input patterns are all ones, and therefore
convey no useful information about the structure of the data, and a further 15% have only
one zero. A random sample from this data set is shown in Figure 6.4.
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Figure 6.4: A random sample from the lines data set for p � 0 � 9.

Figure 6.5: Some example input patterns from the occluded squares data set.

6.5.2 Occluded squares

In this experiment, the data set was composed of combinations of 4 � 4 squares on a 6 � 6
grid. Squares had a white border (denoted with input values of 1) and were filled black (de-
noted by � 1). Each input pattern was composed of two such squares, each at one of the nine
possible positions, picked at random. The squares were superimposed such that one par-
tially occluded the other (or fully occluded if they happened to occupy the same position),
with an input value of 0 used for points occupied by neither square (the background). Four
example input patterns are shown in Figure 6.5.

A model6 with nine outputs was used. The output values were constrained within the
range � 0, 1 � , and the weights in the range � � 1, 1 � . The depths di were allowed to vary in
the range � 1, 50 � . The soft maximum function (6.11) was used with g � x � � x3. A linear
penalty (5.6) with parameter

� � 0 � 3 was applied and Hebbian learning (4.15) with rate
� � 0 � 4 was used to update the weights. A stable solution, such as the one shown in Fig-
ure 6.6, was typically reached after about 300 pattern presentations. In this configuration,
the presence and relative depth of the nine possible squares was correctly determined for
each pattern.

6.5.3 Illusory contour formation

Illusory contours are regions of an image where an edge is perceived even though there is
no corresponding luminance gradient. Much has been written about this phenomenon (e.g.
Lesher and Mingolla, 1995; Kumaran et al., 1996) with analysis ranging from low-level neural

6The systems used to tackle the problems in this and the following section are referred to simply as ‘models’
since, as mentioned in Section 6.4, the methods used do not fit readily into a network model. For convenience
though, much of the language associated with networks (weights, units, etc.) is retained.
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Figure 6.6: The final weight values from the occluded squares experiment.

Figure 6.7: An example of a figure exhibiting illusory contours, after the manner of Kanizsa
(1979).

mechanisms to high-level cognitive theories. Here we shall examine whether the occlusion
mixture model put forward above is consistent with the ideas of illusory contour formation.

Most people, on staring at Figure 6.7 for a short while, will perceive a white square
‘floating’ above four black ones. Associated with this, and particularly when the figure is
viewed monocularly, they will often perceive the central white square to be brighter than
the surrounding white areas, with the boundaries of this bright area producing the so-called
illusory contours. Something about our visual system causes us to ‘see’ five squares and
assign relative depth to them, rather than just the four black hexagonal shapes that are on
the page. In a simple experiment to reproduce this effect, a model similar to that used above
(Section 6.5.2) was trained on combinations of 3 � 3 solid black or white squares on black
or white backgrounds. The squares could appear in one of nine positions equally spaced
over a 7 � 7 grid. Each training pattern consisted of a random number (1, 2 or 3) of super-
imposed squares, on a background that was either black or white with equal probability.
The squares themselves were also black or white with equal probability, except that the one
furthest from the viewpoint was never the same colour as the background. As previously,
white was represented by 1 and black by � 1. Examples of the training patterns are shown
in Figure 6.8.
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Figure 6.8: Some examples of the input patterns used to train the ‘illusory contour’ model.

Ten outputs were used, with one of the units ‘hard-wired’ with a weight vector of all
ones to represent the backgrounds. In addition, it was found necessary to ‘tell’ the model
about the background by fixing the value of that unit at either 1 or � 1, according to the
background colour, and fixing its depth at 1. The outputs ai of the other units were allowed
to move in the range � � 1, 1 � , and their depth values di in the range � 1, 50 � . During learning
the weights were constrained to lie in the range � 0, 1 � , so that a unit’s weights themselves
only represented the presence or absence of an object, its colour being determined by the
sign of the output value.

After an average of about 150 pattern presentations, with a learning rate � of 0 � 4 and a
linear penalty with parameter

� � 0 � 5, the model converged to a state where each weight
vector represented a square in one of the nine possible positions, as desired. In this configu-
ration, the model was tested on the pattern of Figure 6.7. The resulting pattern of activation
was as follows: the ‘background’ unit had its activation and depth at the fixed values of 1 � 0;
the four units representing squares in the corners of the grid all had activations of � 1 � 0 and
depths in the range 4 � 4 to 5 � 1; the unit representing the central square had an activation of 1 � 0
and a depth of 13 � 8. Thus the representation produced by the model was of a white back-
ground, four black squares of roughly equal depth, and a central white square positioned
above them.

There is no suggestion that either the visual environment or the model used here are
akin to those of humans. What this experiment does demonstrate, however, is that in a
simple environment consisting solely of opaque black and white squares, the modified REC
model is able to learn that squares underly the patterns, and subsequently to interpret Fig-
ure 6.7 as containing four black squares with one white one partially occluding them. In the
visual environment of humans, there are many non-square objects, but it is a reasonable as-
sumption that square shapes have a significantly higher prior probability than squares with
missing corners. It is quite possible that the ‘illusion’ produced by Figure 6.7 is similarly
the brain’s ‘maximum a posteriori’ interpretation of that figure. The illusory contours could
then be explained by feedback from the high-level interpretation of shapes to the earlier lev-
els of processing responsible for edge-detection, which ‘fill in’ details that make the overall
representation more consistent.
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6.6 Discussion

The assumption that separate causes combine linearly can often be found in models of real-
world signals, such as speech and vision. At a low level of analysis (at the level of frequency
components, for example), or for simple signals (where features are non-overlapping, for
example), the linear assumption may well be valid. At a higher level, or for more complex
signals, the assumption ceases to hold: objects that overlap in a visual scene do not sum
linearly, they occlude one another; a speech model based on phonemes should take into
account the nonlinear transition effects when they are joined.

This chapter has looked at ways to extend the linear model to account for more complex
modes of interaction between causes. We saw in Section 6.2 how a general mixing function
could be incorporated into the network model, and that while the activation became more
complex, learning remained local. Interestingly, the extra complexity appeared primarily in
the feedback direction — this may give a further clue as to why, in biological systems, we
observe many more feedback than feedforward connections.

The OR-based models of Section 6.3.1 provide a simple example of nonlinear mixing.
A possible practical application would be to the processing of hand-written characters. To a
first approximation, the independent components of such characters are the different strokes
of the pen. The write-white model deals correctly with the overlap of these strokes, and
could give an important advantage over a linear model, particularly if the pen were rela-
tively wide. An experiment exploring this idea is reported in Section 7.2.

The write-white-and-black model of Section 6.3.2 gives a useful extension to standard
binary models by allowing the inclusion of ‘don’t care’ states. It could be used, for example,
in a visual environment composed of multiple non-overlapping black-and-white objects, or
to detect independent processes that each produce a different part of a bit pattern.

Finally, and most importantly, if the ideas presented in this work are to be extended to an
object-level analysis of visual scenes, it is essential that the notions of depth and occlusion
be included in the models. Section 6.4 looked at one means of achieving this, but of course
many other thorny problems, such as those of scale, translation and rotation invariance,
remain.



Chapter 7

Applications and Practical Issues

The operation of the REC model has so far been demonstrated only on artificial data. In this
chapter, several experiments are described where the network is applied to real data. The
tasks are all in the fields of vision and speech, two areas where low-level feature detection is
highly applicable.

The results are highly promising, and these techniques could provide a useful prepro-
cessing step in future pattern-recognition systems. In particular we shall see that the net-
work is able automatically to develop wavelet codes, a subject of considerable recent interest
in the signal-processing community.

For these techniques to be used in real applications, it is important that the computational
burden is not too high. At the end of this chapter we shall look at some methods that can be
used to make large networks run more efficiently.

7.1 Natural image coding

In the past, unsupervised networks have been shown to extract the principal components of
image patches (e.g. Sanger, 1989). For images with stationary statistics1 the principal com-
ponents correspond to a Fourier transform (Field, 1994) and as such do not directly convey
any positional information — a single edge, for example, will typically be represented as the
superposition of a number of the principal components. Therefore, although they are decor-
related, we should not expect to find principal components as the underlying independent
features of natural images. These issues are discussed further by Field (1994) and Olshausen
and Field (1996b).

Several authors have proposed an image code based on 2-D Gabor wavelets (Watson,
1983; Daugman, 1985; Field, 1987), which achieves a minimum in the joint uncertainty be-
tween spatial and frequency resolution (Daugman, 1985), and uses primitives that bear a
close resemblance to receptive fields found in the mammalian visual cortex (Field and Tol-
hurst, 1986; Jones and Palmer, 1987). Most importantly from our point of view, a wavelet
code of this type is highly sparse and has very low entropy (Daugman, 1989), and there-
fore gives a very efficient way to represent images. This section explores the ability of the
techniques presented in this work to generate such codes.

1i.e. where the statistics at each point in the image are identical. This is a reasonable assumption for natural
scenes.
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Figure 7.1: One of the 512 � 512 grey-scale images of natural scenes used to generate training
data for an image-coding network.

In these experiments, data were obtained by taking square patches from ten 512 � 512
grey-scale images of natural scenes from the American northwest.2 The images were prepro-
cessed using a filter with frequency profile R � f � � f e 	 
 f � f0 � 4 where f0 � 200 cycles/image, as
described in detail by Olshausen and Field (1997). The filter’s effect is to ‘whiten’ the images
by (approximately) flattening their power spectra. This prevents low-frequency components
from dominating the REC network’s squared error term, and hence the codes it generates.
The filter also has a low-pass element to put a uniform upper bound on spatial frequencies
at all orientations, and thus counteract the side-effects of sampling with a rectangular grid.
An example of one of the images (before filtering) is shown in Figure 7.1.

An initial experiment used randomly sampled 8 � 8 patches from the images as the input
to a REC network. The aim was to simplify the network’s operation as far as possible, so
that it could be scaled to larger problems. Rather than performing a full minimisation at
the activation stage, the gradient-descent dynamics of the network (Section 4.2) were used
directly with a limited number of iterations.

For each pattern, the network was given a single feedforward pass with the activation
rate � set to 1 � 0, equivalent to the activation of a simple linear network. Then, six iterations
of the network were made according to (5.9) with � � 0 � 3 and

� � 0 � 4. The penalty function
used was � � a � � �

a
�
(5.6), so in practice this could be implemented simply by moving each

output a fixed value � �
towards zero at each iteration. A final iteration was made without a

penalty, and with � � 0 � 05.
Weight updates were calculated with an initial rate � of 0 � 01, and applied after every

100 patterns. After approximately 20 000 pattern presentations, � was reduced to 0 � 002. The
weight values were stable after about 30 000 patterns, and are shown in Figure 7.2(a).

2Thanks are due to Bruno Olshausen and David Field for providing these images.
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(a) (b)

Figure 7.2: (a) The weight vectors produced by training a REC network on 8 � 8 patches of
natural images. Each of the 64 squares represents one of the weight vectors, and each of the
64 grey pixels within a square represents an individual weight value. (b) The principal com-
ponents of the same data, ordered left-to-right and top-to-bottom. In both (a) and (b), zero
is represented by mid-grey, with positive values shown with progressively lighter shades,
and negative values darker. The contrast for each feature vector has been scaled so that the
element with greatest magnitude is either white or black.

Almost all the features extracted by the REC network have a consistent ‘wavelet-like’
form. Four features represent bright or dark regions in each of the four corners of the 8 � 8
samples (two in row 4 of Figure 7.2(a), one in row 6, and one in row 7); the remainder
may all be characterised as edge-detectors at various scales, spatial frequencies, orientations
and positions. Each has a line about which it is approximately anti-symmetric, i.e. each light
region is mirrored by a dark region of similar shape and size.

The features produced by the REC network are in stark contrast to the principal com-
ponents of the same data, obtained by singular value decomposition, and shown in Fig-
ure 7.2(b). Because the whitening filter does not fully flatten the power spectrum, we see
that the principal components are ordered in terms of increasing spatial frequency. Unlike
the features produced by the network, none of the principal components are localised in the
8 � 8 grid, and since all components are constrained to be orthogonal, the orientations, where
discernable, are all much the same as that of the first component.

7.1.1 Coding efficiency

To give a quantitative feel for the degree to which the two different codes reduce re-
dundancy, entropy measurements were made for each component of the raw data, the
principal-component code, and the network code. The data used for this test were 4096
non-overlapping 8 � 8 patches from the image shown in Figure 7.1.

In order to calculate the entropies of the outputs from the REC network with the weights
shown in Figure 7.2(a), the weight matrix was first scaled to have a determinant of magni-
tude one. This means that both generative and recognition mappings are in effect volume-
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Code Sum of entropies (nats) Reconstruction error
Raw data 199 � 0 –
PCA 163 � 8 0 � 0%
REC network 135 � 0 0 � 7%

Table 7.1: Entropy calculations for 8 � 8 patches of whitened image data, and for the same
data represented by two (approximately) volume-conserving codes. Entropies are the sum
of the individual entropies of each of the 64 code elements, calculated as described in the
main text. The reconstruction error is the MSE for a reconstructed image as a percentage of
the original image variance.

conserving (Section 2.1.4), and a comparison of differential entropies becomes meaningful. To
generate the network-coded versions of the images, the reconstruction error alone (without
penalties) was minimised.

In theory this could have been done simply by premultiplying each data sample by the
inverse of the weight matrix. In practice the non-orthogonality of the weights means that
the matrix is poorly conditioned (Press et al., 1986, Chap. 2), and use of the inverse leads to
many large output values, destroying the sparse properties of the code. Instead, therefore,
code values were calculated by conjugate gradient minimisation, ending when changes in
all outputs were less than 0 � 001. So although no explicit penalties were used, there is an
implicit sparseness constraint in this technique. Because the optimiser is started at the origin
and has limited accuracy, it will tend to favour results where the outputs are close to zero.

As a result of this approach, reconstruction errors were small but not zero. The MSE was
approximately 0 � 7% of the image variance. In terms of loss of input information, this is a
fairly small price to pay for an efficient code. In practice, when the reconstructed image was
quantised to 256 grey-levels, it was found that the error resulted only in differences of one
grey-level and that in less than 0 � 1% of the image pixels.

The PCA codes are easier to calculate. The principal components form a well-conditioned
matrix whose determinant is automatically one, the codes may be obtained by premultiply-
ing the data by the inverse (transpose) of the matrix, and the resulting reconstruction errors
are zero to within machine precision. However, we expect the PCA codes to have signifi-
cantly greater redundancy.

Entropies were calculated by discretising the distributions with a fixed bin size of 0 � 05,
resulting typically in about 80 non-empty bins. The results are listed in Table 7.1. These
show that the redundancy in the raw data is much reduced by rotating it to the principal
component axes, as we would expect, since we know that the coefficients so obtained are un-
correlated. However, the redundancy is reduced by approximately the same amount again
using the features obtained from the REC network.

We may note that the maximum possible sum of entropies here, obtained by assuming
a normal distribution of variance equal to the image variance, and calculating entropy as
above, is 204 � 1 nats. It is much more difficult however to say what the true total entropy of
the input is, and hence obtain the lower bound for the sum of the output entropies. Calculat-
ing the entropy of a 64-dimensional distribution would require far more data than we have
here to obtain any sort of meaningful figure.



7.1 Natural image coding 114

For the particular test image used here, the most efficient information-preserving code
(assuming, as is reasonable, that all 4096 patches are distinct) would require only log2 4096 �
12 bits or loge 4096 � 8 � 3 nats to represent any sample of the data, but this is not a useful
comparison, since the code’s ability to generalise to other images would be extremely poor!

The ability of the REC network (or any other system) to generate efficient image codes
from these data is severely limited in this example by its being restricted to consider only
8 � 8 patches in isolation. Much of the redundancy in these and other images occurs at
distances of far greater than 8 pixels, but the network has no means of discovering and
removing these. Evidence of the great efficiency (and inherent sparseness) of codes based on
wavelets with much larger extents is given by Daugman (1988).

7.1.2 A larger image-coding network

The results of Figure 7.2(a) have also been extended to larger image samples. A REC network
with 256 inputs and 192 outputs was trained on 16 � 16 patches of the same data described
above. Beside its increased size, the network was otherwise identical to that used previously.
Stable weight values were obtained after approximately 45 000 pattern presentations with a
learning rate � of 0 � 01 and a further 15 000 with a rate of 0 � 002.

These are shown in Figure 7.3(a), and are used in the following section to perform a closer
examination of the nature of the wavelet codes being produced.

7.1.3 Analysis of the wavelets

The fact that a REC network with a very simple sparseness constraint is able automatically
to generate wavelet codes is certainly of theoretical interest, both because they are known to
be efficient, and because of the links to biology. An immediate practical application of such
a network however is in analysing the wavelets produced by data from a particular visual
environment, and using this information to create efficient wavelet codes tailored specifically
to the statistics of that environment. This section describes how such an analysis could be
carried out, and looks at the results obtained through this method. The technique is similar
to that used by Jones and Palmer (1987) for characterising the receptive fields of cats.

The weight vectors shown in Figure 7.3(a) were fitted, using a least squares criterion,
to 2-D Gabor wavelets (Daugman, 1985). The wavelets were modelled using the following
formula:

G � x � y � � A exp � � � � x̌2 � 2 � y̌2 	 2 � � � cos � � 2 � � x̌u0 � y̌v0 � ��� �
where the coordinates � x̌ � y̌ � are the result of rotating � x � y � by an angle �

�
and then trans-

lating by � � x0 � � y0 � . The cosine term is a plane wave, and the exponential term an elliptical
Gaussian envelope. There are a number of parameters: A gives the amplitude, x0 and y0

denote the centre of the wavelet,
�

its orientation (relative to the x-axis), � and 	 relate to the
spatial extents perpendicular and parallel to the orientation (width and length) respectively,

� u2
0 � v2

0 � 1 � 2 gives the spatial frequency, arctan � v0
�
u0 � the frequency orientation (relative to�

), and � the phase.
The fit was performed by minimising the SSE between the weight values and a Gabor

wavelet (sampled on a 16 � 16 grid of notional side-length one) with respect to the nine
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(a)

(b)

Figure 7.3: (a) The weight vectors produced by training a 192-output REC network on 16 �
16 patches of natural images, depicted as in Figure 7.2. (b) A set of 2-D Gabor wavelets fitted
to the values shown in (a). The fitting method is described in the main text.
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(a) (b) (c)

Figure 7.4: (a) One of the weight vectors from Figure 7.3(a) (row 6, column 8) depicted using
a mesh plot. (b) A Gabor wavelet fitted to these weight values by the method described in
the main text. (c) The difference between (a) and (b).

parameters A � � � 	 � u0 � v0 � � � x0 � y0 and
�
. The minimisation was performed using a simplex

search method (e.g. Press et al., 1986, p. 289). For this to be successful, it was important to
have reasonable initial estimates for the parameter values. These were made by finding,
for each network output, the coordinates of the maximum and minimum weight values
and using their orientation, position and separation to estimate values for

� � � x0 � y0 � and
u0 respectively. The remaining parameters were initialised with fixed estimates (A � 0 � 3,
a � b � 0 � 6, � � � � 2, v0 � 0).

This method of initialisation enabled the minimiser to find a reasonable match in all
192 cases. The wavelets obtained by matching in this way are shown in Figure 7.3(b). The
mismatches between the weights and the fitted wavelets had a variance of 6 � 2% � � 3 � 8% �
of the image variance. Figure 7.4 shows (a) one of the weight profiles, (b) the fitted Gabor
wavelet and (c) the difference between the two.

While differences between the weights and the fits could generally be accounted for by
random ‘noise’ resulting from incomplete convergence of the weight values, systematic devi-
ations were apparent in some instances, and curvature in normal probability plots indicated
that the residues were not always normally distributed. This might indicate that Gabor
wavelets do not properly describe the features in all cases, or could simply be the result
of local minima in the fitting process, or the lack of robustness to outliers inherent in the
squared error metric.

In any case, the parameter values given by the fitting process allowed several useful
statistics of the wavelet-like features to be deduced. Several of these are graphed in Fig-
ures 7.5 and 7.6. Figure 7.5(a) shows the ratio of length to the width (i.e. the aspect ratio)
of the Gaussian envelopes in the spatial domain (given by � � 	 ). These values are in close
correspondence, both in mean and range, to physiological results from the cat striate cortex
reported by Jones and Palmer (1987). In (b) the relative area was calculated using the area of
the ellipse defined by the half-height contour of the Gaussian envelope. There are a number
of outliers represented in the last bin of the histogram. Figure 7.5(c) shows that there are a
greater number of wavelets with high spatial frequencies than low, as one would expect in
order to achieve a ‘tiling’ of frequency space (Field, 1994).

Figure 7.5(d) shows the number of cycles of the plane wave lying within the width of the
Gaussian envelope, with the boundary taken to be at 5% of its peak value. There is a clear
upper bound in this measure at approximately 1 � 75. The histogram (e) shows the degree of
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Figure 7.5: Histograms for various measures of the Gabor wavelets shown in Figure 7.3(b).
Further details of the calculation of these quantities are given in the main text. (a) The
ratio of length to width for the Gaussian envelopes. (b) The ratio between the effective area
occupied by the wavelets and the full area of the 16 � 16 image. (c) The phase of the plane
wave (at the centre of the Gaussian envelope). (d) The spatial frequency of the plane wave,
measured as the number of cycles over the width of the 16 � 16 image. (e) The difference
between the orientations of the plane wave and the envelope. (f) The number of cycles of
the wave within the width of the envelope.
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Figure 7.6: Some indicators of the coverage given by the Gabor wavelets of Figure 7.3(b) in
the space and frequency domains. (a) A scatter-plot of the centres of the wavelets on the
16 � 16 grid of pixels. The centres do not in all cases lie within the grid, and four points
are outside the axes used here. (b) The ‘footprints’ of all the wavelets in frequency space.
The ellipses are isoamplitude contours of the spectral response profiles. These give an idea
of the relative bandwidths, but their sizes have been scaled by a constant factor to allow the
individual elements to be picked out in the diagram. (c) Footprints from a set of ten wavelets
whose centres occur in a limited area of the image patches, shown dashed in (a). The ellipses
here show the half-heights of the spectral response profiles, indicating the degree to which
frequency-space is covered by the wavelets.
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mismatch between the orientations of the spatial envelope and the plane wave. In the great
majority of cases they are closely aligned. Finally, Figure 7.5(f) shows the phase of the cosine
wave at the centre of the wavelets. There is a very marked peak at 90 � , indicating that the
majority of wavelets have odd symmetry. This is an interesting result, as physiological data
typically show a much higher proportion of profiles with approximately even symmetry. We
can characterise this by saying that the network appears here to favour edge-detectors over
line-detectors.

Figure 7.6(a) shows that the wavelets are fairly evenly spread in the spatial domain, and
(b) indicates both that the frequency orientations are similarly well spread, and that the mag-
nitudes appear to come in two bands centred very approximately at 0 � 8 and 3 � 3 cycles per
image, as also indicated by Figure 7.5(c). The degree to which frequency space is covered by
the wavelet representation is indicated by Figure 7.6(c), which shows the frequency response
profiles for ten wavelets centred in the middle of the 16 � 16 grid. Almost the entire space
up to 4 � 2 cycles per image is contained within these profiles. Other examples of such ‘foot-
print’ diagrams have been produced by Jones and Palmer (1987). The means of calculating
the response profiles from the wavelet parameters is discussed in detail by Daugman (1985).

There are many further issues relating to the interpretation of the wavelet codes, and
their relation to physiological data. Olshausen and Field (1997), for example, address the
issue that the ‘features’ taken directly from weight values here are related to, but not directly
equivalent to, classical receptive field profiles. Such issues are however outside the scope of
this work. The purpose of this section is rather to show how a wavelet analysis may be done,
and to give the results of such an analysis on the weights produced by a REC network.

Gabor wavelets form a very large family, and until now the choice of a set of wavelets
for image coding or analysis has primarily been directed by a mixture of theoretical con-
siderations, physiological data, and guesswork. There is, however, no single set that will
yield optimal results in all environments. The optimal aspect ratios in particular are likely
to depend on the frequency with which straight edges occur in the images. The automatic
generation of wavelet codes by the REC network, combined with an analysis of the results,
provides a new technique that has the potential to determine wavelet parameters for highly
efficient codes that are tailored to particular visual environments.

7.1.4 A comparison with Olshausen and Field’s sparse coding

Similar codes to those presented here have been reported by Olshausen and Field (1996a,b,
1997). The methods they used are also very similar, but neither the techniques nor the results
are exactly the same, so some of the differences are highlighted here:

� Olshausen and Field use (up to) ten iterations of conjugate gradient minimisation for
activating their model. The simulations described here use a smaller number of iter-
ations of simple gradient descent, corresponding directly to a network model. Eight
iterations were used in total, but very similar results have been obtained using as few
as four iterations of the recurrent model. A comparison of this method with a full,
and more complex, minimisation showed that this approximation, besides reducing
simulation times dramatically, actually improves the quality of the results.
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� Olshausen and Field use adaptive penalty terms, based on moving averages and vari-
ances of the output values. This approach was found to be unnecessary to produce the
results given here. Indeed, if not applied carefully, there was a tendency for learning
with this technique to become unstable, with variances for a few units becoming very
high, and the rest close to zero.

� The wavelets that result from the two methods are similar in most respects, but Ol-
shausen and Field’s features show a much higher proportion of ‘sandwich’-like fea-
tures, i.e. where there are one and a half or more cycles of the oscillatory component
within the wavelet’s envelope. As we saw in Figure 7.5(d), the number of such cy-
cles for the results in Figure 7.3(a) cuts off quite sharply at about 1 � 75. This allows the
wavelets to be interpreted more directly as edge- and line-detectors, and bears a closer
resemblance to physiological results.

In addition, a number of new extensions to the results have been made, described in the
following two sections.

7.1.5 Coding with non-negative features

We saw in Section 5.2 that where a system is detecting ‘real-world’ features, there is a case
for making the outputs non-negative, because negative coefficients have no natural interpre-
tation. By permitting negative network outputs, we appear to have ignored this argument
in the image-coding experiments.

It may be argued, however, that this approach is just a short-cut made possible by the fact
that the features that are produced have a symmetry such that, if negated, they would still
represent ‘valid’ wavelets. In other words, we could produce the same codes by doubling
up the features with their negated versions and applying the non-negative constraint, but
doing so would significantly increase simulation times with no real gain.

It has been demonstrated that this argument holds in practice by repeating the initial
coding experiment with 8 � 8 patches, but using a network with non-negative outputs. The
results were very similar in form to those of Figure 7.2(a), and in particular the features were
found to maintain their symmetry and wavelet-like shapes.

7.1.6 Coding without pre-whitening

The use of a whitening filter to preprocess the image data, as mentioned earlier, prevents
the reconstruction error from becoming swamped with residuals from low frequency com-
ponents in the images, and thus from failing to represent high-frequency features. From a
biological perspective, there is good evidence that this kind of filtering is performed in the
retina (Atick and Redlich, 1992).

From a more general point of view, however, we appear to be cheating slightly by ap-
plying a filter that puts the data into a form more amenable to the REC network. A truly
unsupervised system cannot always expect this luxury.

In an experiment to try to tackle this issue, a network was trained on raw grey-scale
images, without any form of pre-filtering. A single simple modification was made to the
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Figure 7.7: The weight values from a 144-output REC network trained on 12 � 12 patches of
unwhitened images.

image-coding network described previously, in the form of an extra term in the Hebbian
learning rule:

�
wi � � ai

�
ai
�
r � (7.1)

This is just the standard rule (4.15) with a factor of
�
ai
�
added. Broadly speaking, the justifica-

tion for its inclusion is as follows. Lower frequencies in the raw images have higher variance.
During learning, therefore, the residuals, and hence the weight changes to any active unit,
will tend to be dominated by low-frequency components too. If we could arrange, however,
for units that were tending towards representing low-variance high-frequency components
to have a lower learning rate, then they would have more of a chance to average out the low-
frequency ‘noise’ in their weight changes. A very simple means of adjusting learning rate
based on variance (about zero) is simply to include an extra term relating to the magnitude
of the unit’s response.

A 144-output network was trained on unfiltered 12 � 12 image patches using the modi-
fied learning rule (7.1). The initial learning rate was set higher than previously (to 0 � 2), but
the network’s parameters and method of activation were otherwise the same as before. After
approximately 40 000 patterns, the last 10 000 with a reduced learning rate, the results shown
in Figure 7.7 were obtained. A good proportion of the features (over 80%) are wavelet-like.
The remainder are low frequency components that are less easily characterised. Using the
standard learning rule, almost all of the features tended to be ‘uninteresting’ ones of this
type.

To the author’s knowledge, this is the first demonstration of the automatic development
of a large number of localised wavelet-like features from unwhitened image data. While
we have a practical demonstration of its effectiveness, there remains scope for developing
a better theoretical understanding of the effect that the modified learning rule has on the
learning process.
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Figure 7.8: A sample of the data used in the script-coding experiment.

7.2 Coding of handwritten script

In this experiment, the REC network was applied to images very different to the natural
scenes used previously. The data were based on twenty-five pages of handwritten script
written by a single author, as described by Senior (1994).3 A sample of the data is shown
in Figure 7.8. Each page was subsampled to a 512 � 720 8-bit image, and the pixel values
then negated and scaled to lie in the range � 0, 1 � , with zero indicating white and one black.
Randomly sampled 12 � 12 patches of the images were used as the input to the network.
A network with 108 outputs was activated using the recurrent model, as in Section 7.1, but
using 12 rather than 8 iterations of gradient descent. The penalties and other parameters
were the same as in the previous examples. Network outputs were constrained to be non-
negative, and weight values to lie in the range � 0, 1 � .

The network used an OR-type mixture model using ‘saturated’ first-layer units as intro-
duced in Section 6.3.1. This corresponds to a write-black imaging model in this case, and
reflects the fact that separate pen strokes mix in an OR-like way. The means of calculating
the first-layer activations was a version of Equation (6.6), modified slightly to reflect the fact
that the inputs are not fully binary:

r j �
���� x j � max � ∑k akwk j � � � if x j � �

,

x j � ∑k akwk j otherwise,

where the threshold
�
, above which an input is considered to be ‘on,’ was set to 0 � 8.

The stable weight values are shown in Figure 7.9. Despite the random initial values, we
see that the weights have all (with the slight exception of those at row 6, column 8) converged
to values where they represent features that are connected and localised within the 12 � 12
grid. The predominant orientation of the features is just off the vertical, corresponding to
the slant of the script.

The experiment was repeated with the normal (i.e. purely linear) imaging model, and
gave similar results. However the features produced by this model, with an average length
of approximately 3 � 0 pixels, were not as extended as those in Figure 7.9, whose average
length is about 4 � 8 pixels. This provides evidence that the use of an OR-type mixture model,
where superimposed features do not incur a reconstruction error, is beneficial in this case for
extracting extended features.

Nevertheless, we might expect to find dependencies in handwritten characters extend-
ing over a greater spatial extent that those produced here, corresponding, for example, to

3Thanks are due to Andrew Senior for making these data available.
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Figure 7.9: The weight vectors from a 108-output REC network trained on 12 � 12 patches
from images of handwritten script. The weights are displayed with shades of grey, as previ-
ously, but scaled so that zero is white, and one is black.

full strokes and loops of the pen. The network’s ability to discover such features is limited
here by the need to reconstruct accurately with only a constrained number of outputs. Fur-
thermore, no effort was made to segment or align individual letters within the patches, and
thus to limit the degree of variation within the data.

A greater number of output units could help to give a larger and sparser representation,
but in the configuration described here it was found that this approach led largely to the
introduction of ‘junk’ features. The increased use of penalties might overcome this, but an
alternative method would be to feed the network outputs into a second level of processing,
and thus produce a higher-level representation based on combinations of the features shown
in Figure 7.9.

7.3 Speech coding

The coding of speech is another area where an unsupervised feature-detection system is
highly applicable. Speech signals have great complexity, and the high-level causes responsi-
ble for them (such as words, or the identity of a particular speaker) are sufficiently removed
from the raw signals that it is difficult to apply a supervised system at a low level without
losing important information or making false assumptions.

Particular difficulty is posed by the wide range of time-scales over which speech features
can occur. Vowel sounds can be characterised by fairly constant waveforms for up to 400 ms,
while stop consonants (such as ‘t’ and ‘k’) can result in complex transients on the scale of just
a few milliseconds (O’Shaughnessy, 1987). Speech is typically preprocessed into a series of
frames over time, but the size of the frames is a trade-off between the need to capture short-
time features and the desire to reduce the redundancy inherent in features that are constant
for long periods.

This section describes some experiments where the REC model has been used to extract
features from speech signals, with data obtained by preprocessing the raw waveforms in
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Figure 7.10: A sample of 170 frames of speech data, corresponding to 1 � 7 seconds of speech.
Each row of the image shows the values over time for one of the 24 coefficients derived from
the filterbank outputs, and each column represents one frame of data. Lighter grey-levels
indicate larger values. The rectangle, with a width of 10 frames, indicates the size of the
samples of this data used as single input patterns to the REC network. The image consists
largely of white bands of high energy, known as the formants of voiced speech. These are
often horizontal, corresponding to steady-state vowel sounds, but also in places move up or
down, where the formants are undergoing transitions. We can also see abrupt changes in the
image, corresponding to various stops. Less visible at this level of contrast, since they tend
to have lower energy than the formants, are various bursts of high frequency, produced by
fricatives.

two different ways.

7.3.1 Filterbank representation

It is almost universal amongst speech processing systems to adopt a frequency-based rep-
resentation at an early stage of processing. Indeed, it appears that the basilar membrane
performs such a transformation in the peripheral auditory system of humans (see, for ex-
ample, Buser and Imbert, 1992). One means of acquiring such a representation is by using a
filterbank, a series of (partially overlapping) bandpass filters whose centres are spread over a
range of frequencies.

The filters’ centre-frequencies are not usually spaced evenly, because certain frequencies
require more precise discrimination than others for the understanding of speech. A com-
monly used means of warping the space is the mel-scale defined as:

Mel � f � � 2595 log10



1 � f

700 � �

This scale broadly mimics the response properties of the basilar membrane.
In this experiment a sample of 200 sentences from the Wall Street Journal (WSJ) con-

tinuous speech database (Paul and Baker, 1992) were used as the raw data. These were
preprocessed into a notional filterbank representation, modelled by performing a short-time
Fourier transform and convolving with 24 overlapping triangular filters covering the range
from 0 Hz to 8 kHz (the Nyquist limit) equally spaced on the mel-scale. The Fourier trans-
form used a Hamming window of width 25 ms, and the frame rate was 10 ms.

The logarithms of the filter outputs were taken, and the resulting coefficients shifted and
scaled to have approximately zero mean and unit variance. A sample of the data is shown
in Figure 7.10. The 24 coefficients for each frame were used in ‘segments’ of 10 consecutive
frames as the input to a REC network, giving a total of 240 inputs. The total time period
covered by each input pattern was therefore (a little over) 100 ms. The network had 200
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Figure 7.11: The weight values from a 200-output REC network trained on speech data
represented by filterbank outputs. Each rectangle corresponds to one of the weight vectors.
Values are represented by grey-levels, as previously (see Figure 7.2).

output units. Activation was much the same as for the image-coding networks, using the
same sparseness penalty, and 12 iterations of gradient descent. Because there was no reason
to expect the features to show the symmetry of the wavelets found in the image-coding case
(see Section 7.1.5), the network’s outputs were constrained to be non-negative.

The weight values obtained after approximately 80 000 training patterns are shown in
Figure 7.11. The weight vectors has been reordered so that they appear in groups that
broadly correspond to similar types of features. The network has identified many of the
‘standard’ features of speech. Level formants (horizontal white bands) are visible singly at a
range of frequencies (row 1 of Figure 7.11). We also find a number of low frequency voicing
patterns (row 1), and combinations of formants (rows 1–2). In some cases the formants start
or end within the 10-frame segments (rows 3–4). There are a number of ‘vertical’ features at
a range of positions in time (rows 4–6). The majority of these correspond to bursts of noise
over a wide range of frequencies at the onset of speech (a black line followed by a white
line). Several vectors representing rising and/or falling formants are clearly visible (rows
6–7). There are also a number of ‘silence’ features (row 7), and finally (row 8) a number of
vectors corresponding to short high-frequency bursts, such as those generated by fricatives.

We note, therefore, that the network has isolated a number of components that are ‘inter-
esting’ characteristics of a frequency-based representation of speech. A fuller discussion of
such features is beyond the scope of this work, but further details may be found, for example,
in O’Shaughnessy (1987).

In order to test the practical merit of a representation based on these features, a simple
phone-recognition task was devised. It was based on data from the DARPA TIMIT speech
database (Zue et al., 1990). The data were initially preprocessed with a filterbank as pre-
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viously. Two supervised single-layer neural networks (with sigmoid output units) were
trained on 6400 different samples of phones (basic speech sounds) from the database. Each
training pattern was generated by using five frames either side of the ‘middle’ of a particu-
lar phone, as designated by the segmentation data in the database. The number of distinct
phones in the database was reduced from 61 to 40 using a mapping described by Robinson
and Fallside (1992).

One of the networks (with 240 inputs) was trained on 10-frame segments of the (filter-
bank) data, and the other (with 200 inputs) on the outputs of the REC network, now without
a penalty term, when presented with the same data. The networks were tested on a set of 350
patterns separate from the training data. After a number of runs, the network using the raw
data was found to average a recognition rate of 58 � 8%, while that using the REC network’s
representation achieved an average success rate of 70 � 4%.

What this suggests is that the representation created by the REC network, despite having
a lower number of dimensions, gives a significant advantage to subsequent processing by
supervised systems. In particular, since the supervised networks used were single-layer, we
may conclude that the preprocessed representation has a higher degree of linear separability
than the original data. This experiment is slightly artificial, however, and further work will
be needed to assess whether such representations can offer a real advantage to state-of-the-
art phone recognition systems.

7.3.2 Mel-frequency cepstral coefficients

It is common to perform another preprocessing step for speech data beyond that of gener-
ating the filterbank representation outlined above. This aims to deconvolve the excitation
of the vocal tract from its response characteristics at any particular time. It can be achieved
with a further Fourier transform from the log-spectral domain, or more speedily approxi-
mated with a discrete cosine transform, and results in mel-frequency cepstral coefficients, or
MFCCs (see, for example, Gales, 1995).

Such representations often form the basic input to HMM-based speech-recognition sys-
tems. Inherent in these systems are the assumptions that one frame of data is independent
from the next (Rabiner, 1989), and that individual coefficients within each frame may be
well-modelled by Gaussian distributions, or mixtures of a small number of such distribu-
tions. Neither of these assumptions is correct. There are dependencies over many frames
of speech at standard rates, and while MFCCs are approximately decorrelated, they may be
multimodal, and contain complex higher-order dependencies, as illustrated by a plot of two
such coefficients shown in Figure 7.12(a).

In a second speech-coding experiment, a REC network was trained on MFCCs of speech
data from the Resource Management (RM) database (Price et al., 1988). The inputs were
created from three consecutive frames of 12 MFCCs, giving a total of 36 inputs. The same
number of outputs were used in order to allow a complete representation to be formed. The
method of promoting sparseness by under-activation (Section 5.8) was used in this instance
to constrain the network. While this method is less theoretically justified than the penalty-
based approach, the computational simplicity of activating the network with a pseudoin-
verse (Section 4.5) reduced learning times (on an HP C160 workstation) from five or more
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Figure 7.12: (a) A scatter plot for the first two mel-frequency cepstral coefficients from 30 000
frames of speech data, demonstrating the multimodality of the distributions and strong sta-
tistical dependency. (b) Two of the outputs of the REC network described in the main text
when presented with the same data. The cross-shaped nature of the plot is indicative of low
statistical dependence between the coefficients, and the strong vertical bar shows that the a7

value is highly peaked at zero.

hours for the previous examples in this chapter to just a few minutes.
Output values were unconstrained, weight updates applied after 100 patterns, and

weight vectors normalised to unit length. The results after approximately 200 000 pattern
presentations are shown in Figure 7.13. The experiment was repeated several times with
different initial weights, including one run with the weight matrix initially set to the identity
matrix, in order to check for the presence of local minima, but the form of the results was
very similar in each case.

There are some interesting similarities between the features of Figure 7.13 and the ‘dy-
namic’ features (Furui, 1986) commonly used as a preprocessing step for HMM systems.
The first two rows of Figure 7.13 represent components that are static over the three frames.
Most of the next two represent features where the coefficients of the centre frame are close
to zero, while those on either side have equal magnitudes but opposite signs. This is just
the difference approximation to a first derivative. There are also a number of features (sec-
ond half of row 4, and row 5), where the central frame coefficients are large, and the side
coefficients both have smaller magnitudes and opposite sign. This approximates a second
derivative. These features are similar in form therefore to delta and delta-delta (or acceleration)
coefficients, which are a popular means of capturing the between-frame dynamics of cep-
stral coefficients. The differences here are firstly that each feature is based on combinations of
the cepstral coefficients within a frame, rather than each in isolation, and secondly that they
have been produced directly from the statistics of the data, rather than through theoretical
considerations.

Calculations of mutual information were made both between inputs to the network and
between outputs. The mutual information between each pair of values was estimated by
normalising each coefficient to have unit variance, approximating both joint and marginal
densities by ‘binning’ with bin-widths of 0 � 3, and calculating I � x i; x j � according to Equa-
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Figure 7.13: The weight values from a REC network trained on speech data in patterns con-
sisting of three consecutive frames of twelve MFCCs. Each of the 36 weight vectors is plotted
using three lines. Each line has twelve points, corresponding to the twelve coefficients in a
frame. The different lines correspond to the three different frames. The first of the three
is plotted as a dashed line, the second solid, and the third with alternate dashes and dots.
The zero level is shown as a dotted line. All the lines are plotted to the same scale, but the
vertical axis has been omitted for clarity since the scaling is arbitrary.
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Figure 7.14: Grey-scale representations of the upper triangles of the pairwise mutual in-
formation matrices for (a) the inputs � xi � x j

�
to a REC network consisting of three frames

of MFCCs from speech data and (b) the corresponding outputs � a i � a j) produced with the
weight values shown in Figure 7.13. The grey-levels were set on a linear scale with white
representing zero and black the maximum value from both matrices (2 � 3 nats). Each pixel,
therefore, gives an indication of the mutual information between two of the code coeffi-
cients, corresponding to its row and column. Particularly prominent, unsurprisingly, are
the strong dependencies between one MFCC and the same coefficient in adjacent frames.
(b) shows that the transformation made by the REC network has greatly reduced mutual
information between coefficients.

tion (2.4). 10 000 data samples were used in the estimate. This crude approximation was
needed because of the computational intensity of calculating such measures. The results are
depicted in Figure 7.14, and show that the mapping produced by the network creates a sub-
stantial decrease in mutual information between coefficients, as we would hope. It seems
likely that feature-detection of this sort has the potential to provide a valuable preprocessing
step in preparing data for HMM (and other) speech-processing systems.

7.4 Reducing computational complexity

In this section we look at some of the practical issues associated with REC networks, and
in particular at ways of reducing the times taken to activate and train networks so that they
may feasibly used on larger problems, or in systems with strong time constraints.

7.4.1 Activation techniques

The computational cost of the REC network is in large part determined by the method used
to activate it, namely some form of minimisation of the objective function with respect to the
output values. A good general-purpose minimiser, such as one using a conjugate gradient
or variable metric method (Press et al., 1986, Chap. 10) requires � � n � line minimisations for
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n unknowns, with each line minimisation requiring an approximately constant number of
evaluations of the objective function and its gradient vector. In our case, the time taken to
compute both the basic objective function (4.5) and its gradient (4.6) is � � mn � (for m inputs
and n outputs), giving an overall cost for the minimisation of � � mn2 � .

It may be possible in some cases, however, to use less general but correspondingly less
complex techniques. Recall that if all weight vectors are mutually orthogonal, the REC net-
work may be correctly activated in a single forward pass, simply requiring each of n output
units to multiply and add m pairs of input and weight values, and giving a complexity of
� � mn � . A backward pass of the recurrent model has the same cost, so the overall complex-
ity remains at � � mn � if the output values can be obtained by a fixed number of iterations.
Such a scheme is possible if the degree of non-orthogonality in the final weight vectors is
small. Wavelet codes are an example where this is the case — while not all the weights of
Figure 7.3(a) for example are orthogonal, many are because they are localised in different
regions of the 16 � 16 grid. The fact that these, and many of the other results in this chapter,
were produced with a fixed number of iterations of gradient descent demonstrates empiri-
cally that using the network model directly can give good results with real-world data.4

In order to represent the computational complexity solely in terms of the number of input
dimensions, we may further note that for an m-dimensional input, the network will require
� � m � outputs to capture all input information, giving a complexity of � � m3 � for a general
minimisation technique, and � � m2 � for the network model.

We have already seen (Section 4.5) that where constraints on activation are not required
(as may be the case after the learning process), the pseudoinverse of the weight matrix may
be used as a cheap means of network activation ( � � m2 � when n � m). A practical problem
occurs, however, as noted in Section 7.1.1, when the weight matrix is ill-conditioned. It may
nevertheless be applicable when the dimensionality of the problem is not too large, and
may also be used during learning if we approximate sparseness constraints using the under-
activation technique of Section 5.8. The effectiveness of this method in a practical example
was demonstrated in Section 7.3.2.

7.4.2 Pruning

In most of the experiments we have seen, many of the final weight values are very close to
zero. This sparseness in the weight vectors may be exploited by ignoring weights that are
close to zero when activating the network. This technique is commonly used in neural net-
work models (e.g. Bishop, 1995, Chap. 9) and is known as pruning. Here we are talking about
pruning connections only, but the possibility of pruning units is discussed in Section 8.3.

All that is needed is for weight values whose magnitudes are below a certain small
threshold to be removed from output calculations. If, for example, all features have only c
non-zero elements (where c � m), the cost of evaluating errors and/or error gradients would
be reduced to � � cn � . In practical terms, the amount of pruning possible would need to be
sufficient to compensate for the computational overhead of implementing sparse weight ma-

4This is not to say that near-orthogonality cannot be exploited when using techniques other than simple
gradient descent. The results produced by Olshausen and Field (1996a,b, 1997), for example, demonstrate the
effectiveness of using a conjugate gradient method with a limited number of iterations.
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trices.
Weight pruning can also increase the speed of learning, since fewer weights means fewer

weight updates to be calculated and applied. Indeed it may also speed the convergence of
learning by removing the ‘noise’ of small weight values oscillating around zero. The one
major limitation of this approach, however, is that the pruning must not be applied at too
early a stage in learning, i.e. before we can know for sure that particular connections will not
be significant in the features represented by each of the output units.

7.4.3 Faster learning

We noted in Section 4.5 that gradient descent tends to be a slow minimisation method, and
therefore looked at other techniques for finding optimal outputs for the REC network. In
determining weight updates, however, we have been using gradient descent throughout in
the form of the Hebbian learning rule.

When using MLP networks, a variety of faster methods for minimising error with re-
spect to the weights are commonly applied. These include conjugate gradient and other
second-order methods, as well as various heuristic techniques (see, for example, Jervis and
Fitzgerald, 1993).

Such methods have not been used in this work, because the emphasis has been on devel-
oping and understanding a simple network model. There is no reason in principle, however,
why they should not be applied to the REC network if training times are important, or if par-
ticular tasks are beset by problems of local minima.

7.5 Discussion

This chapter has attempted to demonstrate that the ideas put forward previously may be
applied to real data with interesting results. The REC network is most applicable in com-
plex environments, where patterns are typically composed of many independent and non-
orthogonal features, and at a low level of processing, where those features may be assumed
to mix at least approximately linearly. Visual and auditory environments fulfil these criteria,
and hence the experiments have concentrated on these. The results are promising, and will,
it is hoped, give grounds for developing the work in this area.

We set out a theoretical framework for an information-processing system in Chapter 2,
and argued that information theory can be used to define the ‘true’ goals of an unsupervised
system, even if a model does not use the theory directly. In this chapter, we have returned
to some of these ideas, and seen that the REC model does indeed reduce the entropy of
its outputs while simultaneously preserving input information, and does indeed reduce the
mutual information between them.

In the next, and final, chapter, we shall review the principal results of this thesis and their
relation to the work of other researchers, and look at ways in which they might be extended
in the future.



Chapter 8

Conclusions and Future Work

This thesis has set out a framework for the automatic generation of codes based on the
twin goals of maximising information transfer and reducing mutual information between
the code elements. It has described the development of a recurrent network model (the REC
network) that aims to achieve the first goal by minimising reconstruction error and the sec-
ond by the application of various constraints, in particular through the use of low-entropy
priors.

The cost of using recurrent activation is relatively high compared to the more common
feedforward methods, but can be justified for a number of reasons: it results in a very simple
learning rule; it removes the constraint of orthogonality found in several other unsupervised
models; it means that no changes to existing weights are required to accommodate new
patterns and that all weight values relate directly to the features they encode; and finally it
allows the network to operate without an explicit recognition model, relying instead on the
generative model, which is likely to be simpler and more robust.

The simplicity and locality of the basic network are attractive features that remain even
when it is adapted to include penalties and nonlinear mixture models. The network also
appears to be robust in the sense that simplifications such as limiting the number of iterations
used in activation and ‘under-activating’ do not dramatically degrade, and in some cases
even improve, the quality of the results.

The network has been shown in a variety of cases to generate ‘low entropy codes,’ this
term being favoured over the more commonly cited ‘minimum entropy,’ ‘independent’ or
‘factorial’ codes to reflect the fact that it is virtually impossible to generate complete, fully
independent, codes in real perceptual environments. The aim instead has been to reduce
code redundancy as far as possible within a simple framework.

The approach of using penalties has assumed that it is possible to predict in advance the
approximate probability distributions of the code coefficients in the optimal solutions. The
recent work of Bell and Sejnowski (1995, 1996, 1997) on blind deconvolution uses exactly
the same assumption. There are a variety of other ICA techniques that do not consider
distributions directly, but use various nonlinearities to capture higher order statistics (Jutten
and Herault, 1991; Karhunen et al., 1995; Oja, 1995). The problem with these approaches is
that it is not easy to determine what assumptions are implicit in the nonlinearities that are
used.

Other approaches, most notably that of Comon (1994), approximate the dependencies
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Retina LGN V1

Figure 8.1: A hugely simplified depiction of the early visual system in mammals, represent-
ing only one hemisphere, and the input from only one eye. LGN is the lateral geniculate
nucleus, and V1 the primary visual cortex, with arrows representing connecting fibres. The
sizes of circles and arrows give a very rough indication of the relative numbers of cells and
connections, but are not drawn to any kind of scale. See, for example, Kandel et al. (1991)
for a more detailed description.

between coefficients directly using cumulants and polyspectra. To make the technique
tractable, Comon proposes an algorithm that considers only a pair of coefficients at a time,
but this requires the assumption that the independent components are linearly separable.
This is a reasonable assumption for blind deconvolution problems, but not in general for
feature detection. In particular, the problems we considered in Chapter 7 are not amenable
to algorithms of this type, since none of the features are fully independent of each other, and
so extracting them in a stepwise manner is unlikely to minimise the overall redundancy.

A common feature of all the alternative techniques mentioned here is that they are unable
to produce representations of higher dimensionality than their input. The REC network, by
contrast, is able to develop overcomplete representations, a property that could prove useful
as a preprocessing step for recognition systems.

8.1 The biological perspective

The REC network was developed primarily from practical considerations rather than a de-
sire to model neurophysiology. Nevertheless, the overall structure was inspired by the pat-
tern of connections in the brain, and there are some interesting links to be made, both as a
basis for future modifications to the REC model, and as a means of shedding some light on
the brain’s operation.

Feedback is undoubtedly an extremely important part of the brain’s structure, and one
that is overlooked by the majority of neural network models. In the visual pathway of mam-
mals, for example, the signals from the retina are fed to an area of the thalamus known as
the lateral geniculate nucleus (LGN), from where they are in turn fed to the primary visual
cortex, usually termed V1. This arrangement is depicted in Figure 8.1. There are however
somewhere between 10 and 100 times as many connections back from V1 to the LGN as
there are in the forward direction, suggesting that feedback plays a key role in this stage of
processing.1

This fits nicely with the structure of the REC model: not only does the network incor-

1It is inconceivable that, in an organ as costly (in metabolic terms) as the brain, evolution would produce this
disparity in numbers of connections if the function of feedback were not of great importance.
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porate feedback, but it is also far more important for the generative model (in the reverse
direction) to be accurate than the recognition model. Indeed, using recognition weights that
are equal to the generative weights is simply a very crude approximation to a recognition
model that happens to work. Pece (1992) describes in more detail the modelling of the vi-
sual pathway with a feedback model of this type. The discussion in Section 4.1 gave further
references to related work.

A second area of interest is that V1 has a much larger number of cells than the primary
source of its input, the LGN. This raises the possibility that the cortex may be forming an
overcomplete representation. We have seen in this work that the REC network is capable of
generating such representations, and indeed that they may be required in order to produce
minimum entropy codes. This issue is also discussed by Olshausen and Field (1997).

A third issue is the REC model’s use of iterative processing. Is it possible that the brain
uses a similar method? In discussing this issue, Mumford (1992) cites Gray and Singer (1989)
as evidence for the existence of cortical oscillations with a period of 20–30 ms (corresponding
to frequencies of 35–50 Hz). It is possible that these could be the result of the synchronising
mechanism that would be needed for iterative processing. Based on measurements of neural
response times, this would give time for five to six iterations in which to perform recogni-
tion, but other considerations such as the need for additional processing and damping could
easily reduce this to two or three.

Whatever the exact figures, it seems that the slow hardware of the brain does not have
time for many iterations of a recurrent activation process. This observation need not conflict
with the REC model, since experiments have shown that in some cases the results can be
improved by reducing the number of iterations. This number could be reduced further by
using a recognition model that is able to get close to the optimal solution in a single forward
pass. In the brain, it is possible that the feedback connections are used for ‘offline training’
of the forward connections during sleep, an idea exploited by the Helmholtz machine (Dayan
et al., 1995; Hinton et al., 1995), and discussed further in Section 8.3.

8.2 Limitations

Inherent in the REC model are several key assumptions that limit the scope of this work.
Some of these are discussed here.

We began by assuming a linear mixture model. In many environments this is not a good
approximation to the way in which independent components mix. Redundancy-reducing
linear models may be a useful first step in a processing system, but there is still likely to be a
need for nonlinear models at later stages.

This issue was partially addressed in Chapter 6, but still limited us to fixed mixture mod-
els tailored to specific problems. An ideal system would adapt its mixture model as well
as the parameters within it. However, having an unsupervised system explore the entire
space of nonlinear functions in an unconstrained way is unlikely to produce useful results.
A more profitable approach could be to have multiple levels, each with the aim of reducing
redundancy, and each with greater nonlinearity than the previous one. This work has only
tackled the low levels of such a system.
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The technique of penalising outputs that was introduced in Chapter 5 assumes that we
have some idea of the true distributions of the data’s underlying causes. An ideal system
would not require such prior assumptions, and would determine the distributions automati-
cally, but once again the removal of all constraints is likely to produce an intractable problem.
There may, however, be scope for making the penalties adaptive to a limited degree, an issue
discussed further in the next section.

We have assumed throughout this work that it is always desirable to reduce redundancy.
This is not necessarily true: in a noisy system, there may be a need to introduce redundancy
to limit the impact of noise-induced errors. However, it is a theorem of information theory
that the reduction of redundancy to achieve optimal compression and the introduction of
redundancy to reduce errors on a noisy channel may be treated as two separate problems
(known as source coding and channel coding respectively). In other words, although we have
only addressed the first of these in this work, a subsequent consideration of ways to intro-
duce redundancy need not conflict with the techniques presented here.

A further assumption in this thesis is that patterns presented to the REC networks are
static. We have also assumed that each pattern is generated independently from the last, an
approach that was inherent from the initial definition of a memoryless source (Section 2.1.1).
In real environments, it is common for patterns to be both dynamic and strongly correlated
over time. Except for the simple approach of building a single input pattern from several
consecutive time-slices (used in the speech-coding experiments of Section 7.3), temporal pat-
terns have not been explored in this work. The advantages that could come from doing so
are discussed in the following section.

8.3 Directions for future work

There are many ways in which this work could be extended, some of which have already
been mentioned in earlier chapters. Some further suggestions are given here:

Temporal processing. There is scope for building a temporal aspect into the REC network,
to allow it to discover dependencies not just between inputs at any one instant, but
also over time. This could be achieved with some form of memory mechanism in the
first and/or second layer of units. This would not only allow the network to generate
more efficient codes in dynamic environments, but would also provide a natural and
flexible way to learn invariances. In a visual environment, for example, the same object
can appear at a variety of positions, scales and viewing angles, making it difficult for
recognition systems to identify it as the same in all cases. However, an object that is
present at one instant in usually also present at the next, albeit possibly transformed
in some way. Finding temporal dependencies for moving objects therefore allows a
system to automatically learn the nature of these transformations. This issue has been
discussed by Földiák (1991) and Edelman and Weinshall (1991), and demonstrated in
recent work by Wallis and Rolls (1996) — it would be interesting to apply these ideas
to the REC model.

Adaptive penalties. The penalty functions introduced in Chapter 5 were fixed in advance
of learning. Making these adaptive to a limited degree could prove useful in some
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cases, such as where there is a wide variation in features’ variances. The distributions
underlying the penalties could, for example, be adapted to reflect the mean (or perhaps
mode) and variance of the individual output values. Indeed such an approach has been
used by Olshausen and Field (1996a,b), but as mentioned in Section 7.1.4, there can be
problems with stability when using this technique.

Multiple priors. In a similar vein, there are situations where it could be useful to assume
different prior distributions for different output values, rather than penalising each in
the same way. It is possible, for example, for a set of data to be clustered, but for there
to be additional structure within each cluster: in such a case it could be useful to place
‘binary’ priors on the outputs representing cluster centres, reflecting the idea that a
point is either in or out of a particular cluster, and unimodal priors on the remainder.
Initial experiments using this idea reveal problems with local minima in both activa-
tion and learning, but it might be possible to overcome these by prioritising outputs
according to their role, or using a multi-layer system where the residuals from one
stage are fed to the next for further ‘explanation.’

Growing and pruning. The experiments in this work have all used fixed size networks.
There could be advantages, particularly for very large problems, in allowing the net-
works to expand or contract according to need as learning progresses. The addition
of extra units to a network could be incorporated as an extension of the ‘vigilance’
mechanism discussed in Section 4.8: if reconstruction error exceeds some threshold
but there are no ‘unused’ units, then a new output unit could be added to the network
and its weights adjusted to represent the residual error. Similarly, output units could
be ‘pruned’ if particular output values are found to have very low variance, indicating
that the units are not being used. The ease with which outputs can be added to or
removed from the REC network comes from the fact that the representation of each
feature is entirely localised within the connections to the corresponding unit.

Lateral inhibition. All competition in the REC network is achieved via feedback connec-
tions. In competitive networks it is more common for competition to come from lat-
eral inhibition, i.e. direct inhibitory connections between outputs. Olshausen and Field
(1997) show that it is quite possible to view the mathematics of the REC model in
terms of lateral connections, but we have avoided doing so in this work because of
the additional advantages of feedback (such as the explicit representation of the resid-
ual and the ability to consider alternative mixture models). Nevertheless, there could
be advantages to building a model that has both types of connection. Suitable lateral
connections, for example, could provide a fast means of finding a ‘winner’ from two
strongly competing output units, thus reducing the number of iterations required to
fully activate the network.

Topographic mapping. In the brain, cells responding to similar features tend to be located
near to each other. Network models such as the self-organising map (Kohonen, 1982,
1990) are able to mimic this behaviour. In the REC model there is no such ordering,
since there is no concept of ‘distance’ from one output to another. However, by dis-
tributing the outputs over, for example, a plane and making connections according to
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the distance between them, it should prove possible to introduce these ideas to the REC
network. Short-range excitatory connections at an early stage of learning, for example,
could be used to encourage neighbouring units to respond to similar patterns.

A separate recognition model. The REC network is based on the model of Figure 4.1(b)
(page 42), where there is no explicit recognition model, and recognition is instead
achieved through a number of iterations of the generative model. We have argued
that this approach gives several useful properties. Nevertheless, there is scope, partic-
ularly in highly nonlinear systems, for having a recognition model that is separate from
the generative model. This is the approach used in the Helmholtz machine (Dayan et al.,
1995), where the two sets of weights can be trained in distinct ‘wake’ and ‘sleep’ phases
(Hinton et al., 1995; Neal and Dayan, 1996). Without abandoning the recurrent model,
it could be useful to incorporate some of these ideas into the REC network. Separate
recognition weights, for example, could allow activation to be achieved with fewer it-
erations, while the error-driven approach would still allow good representations to be
found without requiring an accurate recognition model.

Stochasticity. We noted in Section 5.4.1 that, by using only the MAP estimate of the output
values in learning, the REC network fails to guarantee a maximum likelihood solution.
If instead it carried a distribution of output values from the activation stage to the learn-
ing stage, it would achieve a full implementation of the EM algorithm. One means of
performing this without abandoning the network model is to make the outputs stochas-
tic, that is for them to take on values according to the full posterior distribution for a
particular input pattern, rather than just the value with maximum probability. By this
Monte Carlo method, the output values would, over a number of patterns, come to rep-
resent the output distribution. This is the approach used, in the binary case, by the
Helmholtz machine and its predecessor the Boltzmann machine (Ackley et al., 1985). In
the REC network such an approach could, at the expense of greater complexity in ac-
tivation, yield better results from the learning process. It is not clear that it would give
much benefit where the output priors are unimodal, but for more complex multimodal
cases the improvement is likely to be significant.
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Appendix A

Error function gradients for the REC
network

Error functions for the REC network are minimised with respect to both outputs and
weights. There is nothing complicated in the mathematics associated with this, but it is
not easy to make the associated vector calculus clear in a concise notation without some ex-
planation. This appendix sets this out, and helps to show why, at the expense of recurrent
activation in the REC model, learning is straightforward.

A single-pattern error function E for the REC network is, very generally, some function of
the inputs, the network weights, and the output values. The aim of activation is to minimise
E with respect to the outputs a, and of learning to minimise

� � E � with respect to the weights
W. For ease of notation, we shall reshape the weight matrix W into one large column vector
w. The input data are fixed, so we may think of the error for these purposes as being a
function of the weights and outputs only, where the outputs themselves are also functions
of the weights. We can make this explicit by writing E as

E � w � a � w � � �

Activation minimises E w.r.t. a for a fixed value of w. Assuming a is unconstrained, the
minimum occurs at a stationary point, so the gradient of E w.r.t. a is zero,1 which we shall
write as

�
aE

�
w � 0 � (A.1)

In general, for a scalar function f � x � y � of dependent scalar variables, we may write the
gradient as

d f
dx �

�
f

�
x
�

�
f

�
y

dy
dx

�

Extending this relation to the vector case, and applying it to the error function E, we may
write

�
wE � �

wE
�
a � J �

�
aE

�
w (A.2)

1When the values of a are constrained, and the minimum occurs on the boundary of the permitted values, it
is quite possible that (A.1) will not be satisfied. We should note that the results of this analysis cannot be justified
fully in this case.
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where J is the Jacobian matrix with elements

Ji j �
�

a j
�

wi
�

Equation (A.2) gives the gradient of the error function w.r.t. the weights and hence, after
negation, yields a learning rule for stochastic gradient descent on

� � E � . This expression is
potentially complex, but for the fact that the condition (A.1) resulting from the activation
stage allows us to simplify (A.2) to

�
wE � �

wE
�
a

for the stable output values a. This tells us that the full gradient in weight-space is equal to
the partial gradient with the outputs a fixed. It is this simplification, which has come about
as a result of the minimisation at the activation stage, that allows us to use local Hebbian
learning rules in all variants of the REC network presented in this work. This contrasts, for
example, with feedforward MLPs, where activation is simple, but learning is non-local and
more complex.


