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Abstract

A drawback of conventional 2-D ultrasound imaging is the requirement that the
physician mentally reconstruct 3-D anatomy given multiple 2-D image slices. This
paper reviews attempts to overcome this problem using 3-D ultrasonic imaging. It is
argued that free-hand imaging holds the most promise for effective and inexpensive 3-D
ultrasound. In the free-hand paradigm, the physician is allowed to move the probe
freely over the region of interest, while a sensing device records the position of each
scan. The set of 2-D scans and position data are subsequently used to construct a
3-D data set which can be rendered on a computer monitor or used for volumetric data
analysis. In this paper the strengths and weaknesses of free-hand imaging are identified,
with reference to sources of error in the measurement, reconstruction, visualisation and
volumetric analysis processes. The findings suggest several key research topics, aimed
at overcoming some of the limitations of free-hand imaging.

1 Introduction and Outline

Ultrasound has proven its utility during more than 30 years of clinical use. High intensity
ultrasound is used for surgery, medium intensity for physiotherapy and low intensity for
ultrasound sonography and Doppler ultrasound [27]. This paper is concerned with only
ultrasound sonography, hereafter referred to as simply ultrasound imaging.

2-D real-time ultrasound imaging (also called B-scan imaging) is commonly used for
diagnosis in a variety of medical fields including obstetrics, gynaecology, opthalmology, car-
diology, internal medicine, fetal neurology, as well as surgery and needle-guidance [27, 61].
A few of the reasons for its popularity are its safe non-invasive nature, its real-time capa-
bility, and relatively cheap cost of acquisition. There are several drawbacks of conventional
2-D ultrasound imaging compared to other imaging methods such as computed tomography
and magnetic resonance imaging. These include the low signal-to-noise ratio of ultrasound
images, the inability to image through bone or air, significant artifact content, non-uniform
spatial resolutions and the obvious lack of 3-D images.

The last drawback is the main focus of this paper: the requirement that the physician
mentally reconstruct 3-D objects given multiple 2-D image slices. The other drawbacks
are hoped to be improved by the 3-D reconstruction process. Physicians have indicated
that there is utility in 3-D medical ultrasound imaging of anatomical structures such as the
urethra [38], vascular structure [20, 28, 29, 41, 44], fetus [11, 31, 37, 44], gall bladder [18],
breast [35], kidney [22, 44], heart [32, 39, 47], uterine cavity [3] and others.

The 3-D ultrasound imaging process involves the acquisition of a set of 2-D images
and subsequent reconstruction, rendering and volumetric data analysis. The purpose of
this paper is to investigate the entire 3-D imaging process, discover the main limitations
of current methods and identify several areas for further research. The main goal of 3-D
ultrasound imaging is to provide the physician with consistent and accurate information of
the anatomical structures of interest. A thorough investigation into the sources of errors at
each step of the imaging process is required.

Section 2 begins with a statement of the ultimate goals of real-time 3-D ultrasound imag-
ing, then describes the various methods used to achieve this goal. The relative advantages
and disadvantages of the free-hand approach, compared to the other acquisition methods,
are described. Section 3 describes the 3-D free-hand imaging process in more detail. It
begins with the sources of measurement error in the acquisition process. The problems and
issues in reconstruction are then discussed. Brief descriptions are also given of the popular
visualisation and volumetric data analysis methods. Finally, Section 4 states conclusions
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Figure 1: Nomenclature of imaging directions. Other common names of the directions are
in parentheses.

about the strengths and weaknesses of free-hand imaging. Several relevant research areas,
based on the investigation of the measurement errors, are then suggested .

2 3-D Ultrasound Acquisition Systems

Real-time 3-D ultrasound capable of high resolution imaging over a large volume is the
ultimate goal. A 3-D voxel array with 128x128x 128 8-bit elements and 0.5 vps (volumes
per second) is a reasonable initial goal for imaging fetuses [11]. An array of 512x512x512
8-bit elements at 30 vps is the goal for echocardiography [61]. The finite propagation speed
of the ultrasound pulses limits the acquisition rate. Parallel processing with high speed
computers and large memory capacity are therefore required to reach these goals [61] .
Real-time 3-D ultrasound research has not yet achieved a level suitable for clinical use and
remains an active research area.

One unconventional approach — named Explososcan — proposes a two-dimensional
transducer array. The array transmits a single wide-angle ultrasound pulse and uses multiple
receive-mode array elements [61] . Parallel processing of the array elements for simultaneous
multiple scan formations in 3-D is proposed. Currently the spatial resolution is too low for
clinical use.

If the real-time requirement is relaxed, several other approaches are possible. Consider-
able research has been done on 3-D reconstructions from an accumulated set of 2-D image
slices. A prerequisite for this method is the knowledge of the relative locations and ori-
entations of the 2-D scan planes. Good overviews are found in papers of 3-D imaging in
obstetrics [52] and 3-D echocardiography [39, 47]. Most of the issues discussed are applicable
to other parts of the anatomy.

An unrestricted probe has six DOFs (degrees of freedom) of movement, three transla-
tional and three rotational. The names given to the three axes of the 2-D image slice are
shown in Figure 1. The most common approach to scanning a volume with 2-D image slices



Figure 2: Cone-shaped swept volume. The volume is produced by rotating the probe about
an axis in the axial direction.

Figure 3: Fan-shaped swept volume. The volume is produced by rotating the probe about
an axis in the lateral direction.

is to constrain the movement of the probe to one DOF. As the probe is moved with one
DOF, the scan plane sweeps through a volume. The size of the swept volume is determined
by the area of the image in the scan plane and the range of the DOF. Three different shapes
of swept volumes can be produced by scanning with this method.

The first method is to rotate the probe about an axis in the axial direction. This method
produces a cone-shaped swept volume (assuming that the 2-D image is sector shaped), as
shown in Figure 2. The second method is to rotate the probe about an axis in the lateral
direction. This method produces a fan-shaped swept volume, as shown in Figure 3. Finally,
the probe can be translated along an axis in the elevational direction. A prismatic swept
volume, shown in Figure 4, is produced.

There are advantages and disadvantages of each of these methods. The main advantage
of the prismatic volume set is the equal intervals between the 2-D image slices that produce
uniform inter-frame spacing. The fan-shaped data set has inter-frame spacing which varies

-

Figure 4: Prism-shaped swept volume. The volume is produced by translating the probe
along an axis in the elevational direction.
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Figure 5: 3-D free-hand ultrasound imaging. The physician is allowed to move the probe
as in a normal ultrasound examination while the position sensor measures the position and
orientation of each scan plane.

axially. The cone-shaped data set has inter-frame spacing which varies laterally with the
largest distance at the maximum axial and lateral positions. The main advantage of the
cone-shaped and fan-shaped data sets is the use of a small acoustic window for the entire
volume sweep. Acoustic windows on the human body are small and sometimes difficult
to obtain. The translational motion limits the applicability of prismatic data acquisition.
Prismatic sampling has been used successfully, however, in intravascular ultrasound [41].
Images perpendicular to the blood vessel are taken while moving a catheter-probe com-
bination through the vessel. This method yields a prismatic set of stacked blood vessel
cross-sections.

Limitations common to all three methods are the relatively low acquisition rate and the
need for a specialised (and therefore expensive) probe. Furthermore, each position in the
volume of interest can be sampled from only one direction. Therefore, compounding cannot
be used to reduce noise and artifacts. Despite these limitations, most major manufacturers
are developing prototype systems using these methods.

The simplest approach to 3-D reconstruction from multiple 2-D image slices is to allow
free motion of the probe. This is called 3-D free-hand imaging and is depicted in Figure 5.
The motion of the probe is unrestricted and the six DOFs are measured by a position
sensor. With a free-hand approach, the scan planes through a region are chosen by the
trained physician in a manner, for example, consistent with a normal examination. The
scan planes may intersect each other so that the same region in space may be sampled from
more than one probe direction (also called look direction). Gaps may also remain where no
samples were taken.

There are several advantages of a free-hand imaging approach compared to swept-volume
approaches. The first is that parts of the imaged region that are shadowed by strong
echogenic regions (such as bone-tissue and air-tissue interfaces) will be filled-in by multiple
look directions. Several artifacts — any part of the image that is not indicative of the
structure imaged — can also be reduced by compounding multiple images.

Another benefit is the low cost, a welcome feature in an era of health-care cost reductions.
3-D imaging capability can be added to existing diagnostic ultrasound machines of most
any type. Only a position sensor and a computer containing a video card are required.
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Some parts of the anatomy are visible from only small acoustic windows [11]. The
physician has undergone years of training to locate and image correctly the regions of
interest, and some anatomical features may not be imaged if only automatic sweeping of
the scan plane is used. The entire volume cross section does not need to appear in every
image. The physician is allowed to focus his or her attention on the regions of interest
or expand the scanned volume at will during the examination. The physician therefore
makes decisions about the tradeoffs among volume, spatial resolution and acquisition time
during the examination. This freedom is not possible with the other 3-D ultrasound imaging
methods.

Of all the 3-D imaging techniques previously described, free-hand imaging appears to
have the lowest capability for near real-time imaging. Fan, cone and prism volume scanning
can all be implemented by using high speed motors to move the probe. Free-hand imaging
scans a volume at a speed determined by the physician’s hand motion. This is less of a
problem for slow-moving or stationary objects. Errors from subject motion may be partly
overcome by incremental reconstruction and visualisation [40], or by gating acquisition with
ECG for echocardiography [47].

In summary, free-hand imaging is a feasible 3-D imaging method with several advantages
over other methods. The prerequisite for improvement of free-hand imaging is a thorough
investigation into each step of the imaging process. The rest of this paper is concerned
with the sources of measurement errors, reconstruction, visualisation and volumetric data
analysis of free-hand imaging.

3 3-D Free-hand Imaging

3.1 Overview

The imaging process, from 2-D image acquisition through to display of the rendered data
and volumetric data analysis, is shown Figure 6. This diagram is meant not as an actual
implementation but only as a graphical means of dividing the process into steps for the
purpose of discussion.

In summary, the physician moves the probe over a region of interest. The location
and orientation of the probe are measured by the position sensor as the received echoes are
processed and displayed by the ultrasound system. The physician controls both the scanning
and echo signal processing parameters. The video data from the ultrasound system display
is converted to a 2-D image intensity array by the frame grabber. The frame grabber rate is
chosen by the user up to a maximum dictated by hardware constraints. The 2-D intensity
arrays representing image slices and the associated position data are stored in computer
memory.

The reconstruction stage assembles a 3-D data set from the collected 2-D images and
position data. The 3-D data set is most commonly a 3-D scalar array of intensity. In
the visualisation stage, portions or all of the reconstructed 3-D data are displayed on the
computer monitor. The volumetric data analysis stage is simply any algorithm used to
extract diagnostically useful information from a reconstructed 3-D data set. An example of
commonly requested data from physicians is the volume of an imaged object. Each stage
of the imaging process in the diagram requires control from the user according to the type
of tissue imaged and the type of final desired image and volumetric data analysis.
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Figure 6: Overview of acquisition, reconstruction, visualisation and volumetric data analy-
sis. The user is required to control several parameters at each stage.



3.2 Sources of Measurement Error

It is helpful to look at the physics of an idealised 2-D ultrasound imaging process: A finile
length ultrasound pulse is transmitted by the transducer in the probe. The pulse passes
uniformly through the material. The scatterers that make up the material reflect part of
the pulse and transmit the rest deeper into the material. The pulses are transmitted and
reflected linearly. The amplitude and the timing of the pulses received by the transducer
are converted into inlensity-distance data. The higher atlenuation of pulses returning from
deeper locations is compensated by using the exact atlenuation coefficient of the material.
As the beam is swept through a plane, the set of collected intensity-distance data create a
2-D image.

In reality, the interactions described in the ideal case are non-linear and include addi-
tional errors. The amplitude and frequency properties of the pulse are affected by the type
of material it passes through in a non-linear manner. For example, the speed of propaga-
tion and amplitude attenuation depend on both the type of material the ultrasound pulse
traverses and the pulse frequency. Both specular and diffuse reflection occur. Refraction
diverts the beam direction and can cause de-focusing. FElectronic noise and speckle also
affect the image. Real transducers produce non-uniform beams including side lobes off of
the main beam. Despite these phenomena and errors, diagnostically useful images are still
obtainable by careful selection of imaging parameters.

The medical community has classified these ultrasound imaging issues into categories
and sub-categories that are easy to conceptualise [11, 19, 30]. The following review of
these categories is meant to give an intuitive feel for the types of problems which arise in
2-D image formation and position measurement. The problems that arise in 2-D imaging
have a direct impact on the quality of the 3-D reconstructions. The categories are not
independent nor comprehensive, but cover the most significant effects. The description of
these categories demonstrates that the interaction of ultrasound in biological materials is
not fully understood and is an active area of research [16, 17, 27].

3.2.1 Sonographic Artifacts: Propagation Group

Axial Resolution

Axial resolution is the minimum distance between objects positioned axially that are
imaged individually. A first approximation is the spatial pulse length divided by two [24,
30, 61]. Typical values are shown in Table 1. For a given frequency, the axial resolution
varies slightly throughout the image because of changes to the pulse shape as it travels
through the medium [24, 42, 61]. Despite changes in pulse shape, the first approximation is
close to the real axial resolution. A number of ultrasound systems have demonstrated axial
resolutions similar to the Table 1 values [11].

Table 1 also shows that the physician is faced with the tradeoff between imaging depth
and axial resolution. High frequency pulses give high axial resolution but low imaging depth
because of higher attenuation [11, 30, 61].

Lateral Resolution

Lateral resolution is the minimum distance between objects positioned laterally that
are imaged individually. 2-D images are produced by steering a beam through the scan
plane. For example, older probes use a circular disk transducer which produces a narrow
beam. The disk is rotated about an axis in the elevational direction by a stepper motor
to sweep out a sector shaped image in the scan plane. More modern probes use an array
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Frequency | Maximum Imaging | Axial Resolution
(MHz) Depth (mm) (mm)
2 300 0.77
3.5 170 0.44
5 120 0.31
7.5 80 0.20
10 60 0.15

Table 1: Approximate values of maximum imaging depth and axial resolution for typical
frequencies of probes scanning human tissue [30]. These values are for two cycle pulses.

of transducer elements. The beam is steered by selective activation of a subset of elements
or by selective timing of the elements’ activations. In all cases, the lateral resolution may
be approximated as the beam width in the scan plane [30, 61]. The beam width is usually
taken as the 6dB width of the amplitude distribution.

The beam shape depends on the type of probe used, the intensity of the ultrasound
pulses and the properties of the material the pulse traverses. The beam width is a function
of axial distance and has a minimal cross-sectional area at the focal point.

For fixed-focus circular disk transducers, shown on the left in Figure 7, as the effective
aperture of the transducer increases the main beam becomes smaller and more cylindrical
[34, 61]. Lateral resolution is therefore improved. The resolution for a focused circular
transducer is given as the diameter of the focal spot and can be calculated [27] from the
focal length (F), the wavelength (A) and effective aperture (2a):

lateral resolution = w = 1.22 F A\ /2a

For a probe with an array of transducers, shown on the right in Figure 7, it has been
shown that diameter of the focal spot can be calculated [62] from:

lateral resolution = w = F A/a

The lateral resolution calculated with this equation is only valid down to a minimum of
twice the pitch (2p) of the array. Electronic focusing acts by delaying contributions from
the central elements, which is equivalent to moving the centre elements back in the effective
aperture. The focal length is therefore taken as the distance from the edge of the aperture.

For F = 50 mm, A = 0.44 mm (3.5 MHz wave in average human tissue) and 2a = 20 mm
(the transducer effective diameter) the beam widths are calculated as 1.3 mm and 2.2 mm
for the disk and array transducers respectively. In vivo and in vitro experiments on circular
disk beam widths verify the calculations [34]. Advanced techniques and higher frequency
probes produce higher lateral resolutions.

For single focus transducers, the lateral resolution is worse away from the focal region.
Lateral resolution is therefore dependent on the position of the objects in the image. Probes
using multiple focuses help to maximise lateral resolution throughout the image.

Elevational Resolution

Resolution is also limited in the elevational direction because of the finite beam width in
the elevation plane. Alternatively, artifacts are introduced onto the scan plane by off-plane
(but still in beam path) objects [11, 19, 30]. The finite elevation thickness also blurs sharp
material boundaries, as shown in Figure 8.
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The beam’s elevational width varies with the type of probe, imaging depth and material
properties. On current ultrasound machines it is typically focused by a fixed lens. A study
of the elevational beam width of a 3.5 MHz phased array sector probe gives beam widths
ranging from 10 mm at a 2 cm depth, to 6 mm at a 12 cm depth, with a minimum of 3 mm
at the 8 cm focus [49].

Speckle

The grainy appearance of 2-D ultrasound images is due mainly to speckle. Speckle has
a distinguishable onion-like structure in 3-D [6]. The speckle phenomenon results from
the constructive-destructive interference of the coherent ultrasound pulses back-scattered
from the tiny multiple reflectors that constitute biological materials. Speckle typically has
the unfortunate aspect of falling into the high sensitivity region of human vision to spatial
frequency. The frequency spectrum of speckle is also similar to the imaging system mod-
ulation transfer function [61]. Speckle can therefore obscure the diagnostically important
information.

Speckle patterns become uncorrelated if a region is viewed from different look directions
or with different frequencies [61]. The most common methods of speckle reduction involve
compounding images taken from different look directions far enough apart to de-correlate
the speckle pattern [35, 48, 59, 61]. The expected increase in signal to noise ratio is in
proportion to the square root of the number of compounded images [48, 59, 61]. There is
a fundamental trade-off between speckle reduction and spatial resolution: multiple com-
pounding always results in a decrease in spatial resolution [61]. In other words, an object
in one image will not be coincident with the same object in another image, taken from a
different look direction, because of spatial positioning errors. Compounding images from
different look directions reduces speckle but blurs the object.

The necessary condition for de-coherence between two interrogating beams is that the
points of intersection of their axes with the transducer should be separated by a minimum
distance. Translation of forty percent of one transducer aperture diameter was experimen-
tally derived for de-correlation in the beam focus [59] of a phased array. If less than this
distance is used then weighted averages of multiple images are required for optimal spatial
compounding [48]. Using closely spaced look directions would minimise spatial resolution
loss, so weighted compounding of only closely spaced images is possibly the best tradeoff
between speckle reduction and spatial resolution.

Temporal compounding is a common alternative to spatial compounding. Temporal
compounding is often implemented using a variable persistence of the images on the ul-
trasound system monitor [11, 61]. As the probe is slowly moved, the images are partly
averaged and speckle is reduced. Spatial resolution is also reduced. Other approaches in-
clude frequency compounding and a variety of signal processing techniques. However, many
of these produce images with insufficient spatial resolution [61].

The trade-off between spatial resolution and speckle reduction will likely be determined
by the intended purpose of the final reconstructed 3-D data set. For example, removal of
speckle for easier visualisation of object surfaces likely involves the loss of surface detail.

Reverberation

Reverberation is the phenomenon of multiple reflections within the material or from the
sensor face. Acoustic boundaries transmit part of the pulse and reflect the remainder. The
probe face can be a strong reflector, as shown in Figure 9, because of the large difference
in acoustic impedance between the probe face and the tissue [11, 19, 30]. Matching layers,
such as coupling gel, reduce this effect.
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Refraction

Refraction of the beam, as shown in Figure 10, changes the beam direction and results
in improper position placement of an object in the image [11, 19, 30]. This is one of the
reasons why compounding loses spatial resolution. Different look directions have different
position errors and a blurred object is produced in the compounded image [61].

Multi-path Reflections

Improper positioning of an object can result from a difference in the length of the
return path from the incident ultrasound path. An example is shown in Figure 11. In
general multi-path blurs the object boundaries in the image [19, 30].

Mirror Image
Strong reflectors near an object act as a mirror to produce an artifactual mirror image
[11, 30]. The mirror image artifact appears below the reflector, as shown in Figure 12.

Side Lobes and Grating Lobes

Side lobes are minor beams of sound travelling in a direction different from the main
beam [11, 19, 30]. Side lobes of sufficient intensity produce echoes from objects off the main
beam path, as shown in Figure 13.

Grating lobes are lobes produced by array transducer probes [19, 30]. As the number of
array elements increases and the gaps between the elements decrease, the size of the lobes
decreases [62]. The lobes also change shape as the beam is steered. Apodization — unequal
weighting of the transmit or receive elements’ signals — reduces grating lobes but increases
the width of the main beam [61]. Lobes off of the main beam are present to some degree in
all ultrasound systems.

Comet Tail and Ring-down

Comet tails and ring-down appear as artifactual tails below certain objects [11, 30]. A
comet tail is a series of closely spaced reverberation echoes. The reverberation echoes are
produced by strong reflectors nearby an object, as shown in Figure 14.

Ring-down is related to a resonance phenomenon associated with gas bubbles [30]. Ring-
down creates a fuzzy tail without distinguishable features.

Speed Errors
Ultrasound systems typically use a propagation speed of 1540 m/s to calculate the
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distance to reflectors from the time it takes for the echoes to return [30]. The value of
1540 m/s is the average of the propagation speed of ultrasound in human tissue. The
actual propagation speed varies with the type and temperature of the tissue. For example,
body temperature fat has a propagation speed of 1440 m/s and muscle has a propagation
speed of 1570 m/s [30]. Objects located in materials with a propagation speed greater than
1540 m/s will be incorrectly placed too near the probe and vice versa [19, 30]. The shape
of objects within the image will also be distorted.

A less significant effect is the dependence of propagation speed on frequency for a given
material. For example, the ultrasound propagation speed in body temperature human brain
changes from 1561 m/s to 1566 m/s as frequency is increased from 1 to 10 MHz [27].

These combined effects cause misplacement of objects in the image. Speed errors con-
tribute to the loss of spatial resolution when compounding.

Range Ambiguity

The maximum depth that can be imaged unambiguously is determined by the pulse
repetition frequency [30]. In other words, a second pulse should be transmitted only after
all echoes are received from the first pulse. Otherwise, echoes from the first pulse will appear
as artifacts in the second image. In reality, this is not a problem if the physician chooses the
correct probe and pulse repetition frequency for the desired imaging depth. The trade-off
that occurs is between range ambiguity and frame rate.

3.2.2 Sonographic Artifacts: Attenuation Group

Contrast Resolution

Contrast resolution is the smallest detectable difference in echo intensity. The contrast
resolution perceived by the physician depends on human perception, the computer monitor
and the ultrasound system. The echo contrast dynamic range is usually compressed to
a range most sensitive to the human eye. For example, the ratio of smallest to largest
intensities of returning echoes may be 100 dB. The 256 grey level display has a dynamic
range of 24 dB. The dynamic range of human perception of grey levels is approximately
20 dB [30].

A high contrast resolution benefits spatial resolution. Individual detection of two closely
spaced objects depends on measuring the amplitude of two separate but partly overlapping
distributions, as shown in Figure 15. Contrast and spatial resolution are also affected by
noise and artifacts that obscure or distort objects in the image.

Furthermore, contrast resolution is also dependent on the processing of the echo data.
Some ultrasound systems allow manual control of the post-processing curve which relates
echo levels to grey levels on the display monitor[58]. A steep slope of the curve produces very
different grey levels from echo levels of near equal amplitude. The physician can improve
contrast resolution over a portion of the dynamic range at the expense of the remaining
dynamic range. Figure 16 shows that a steep slope over one portion of the echo level
dynamic range requires a shallow slope over the remaining portions. For example, consider
two nearby objects which generate near equal echo amplitudes. The objects are more likely
to be detected individually if the echoes fall in the dynamic range covered by the steep slope
of the curve. The contrast resolution is reduced if the echoes fall into a range covered by the
shallow slope of the curve. In general, image processing techniques that enhance visibility
of features in 2-D images also enhance visibility in 3-D.
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monitor. A steep slope improves contrast resolution. A steep slope over one range of echo
levels is accompanied by a shallow slope over the remaining ranges.

Shadowing
Shadowing occurs when ultrasound pulses are greatly attenuated behind strong reflectors
such as bone or lung [11, 19, 30]. The only way to produce image data from the shadowed
region is to view it from another look direction that is not blocked by the strong reflector.
Shadows can also be caused when the beam is refracted and de-focused by certain tissue
interfaces. If the beam is sufficiently de-focused, then the returning echoes are too weak to
be detectable. The image therefore exhibits a shadowed region below the interface [11, 30].

Enhancement

Enhancement is the opposite of shadowing. Some tissues or fluids (such as amniotic
fluid) are weakly echogenic. Regions below weakly echogenic tissues or fluids return echoes
of greater than expected amplitude [11, 30]. Enhancement can also occur because of the
inherent higher intensities near the beam focus [30]. TGC (time-gain compensation) am-
plifies distant echoes more than proximal echoes to account for the greater attenuation of
distant echoes. Manual control of the TGC curve is required because of the variation in
attenuation coefficient among different types of materials. The physician typically controls
the shape of the TGC curve to reduce the enhancement phenomenon.
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Name of Sensor Accuracy | resolution notes
(mm) (mm)
Polhemus AC magnetic sensor 0.8 0.38 manufacturer ratings
for Fastrak
(at 760mm)
Bird DC magnetic sensor 2.54 0.76 manufacturer ratings
for Flock of Birds
FARO Mechanical Arm 0.4 0.25 manufacturer ratings
for SpaceArm
OPTOTRAK LED system 0.15 0.01 independent tests
for model 3020

Table 2: Position measurement ratings of several common sensors.

Electronic Noise

Electronic noise is unavoidably introduced during the analog processing of the echo
pulses. The analog process may include amplification, demodulation and compression of
the signals before digital conversion. Electronic noise dominates at low intensities and the
noise level limits imaging depth [61].

3.2.3 Position Measurement Errors

Translation

A number of position sensors have been used to measure the location and orientation
of the probe including mechanical arms [40, 45, 61] and transmitter-receiver systems. The
transmitter-receiver systems use spark-gap acoustics [61], optical-video systems [45, 60] AC
magnetic fields [40, 53] and DC magnetic fields [14] . A survey of some of the more accurate,
recent devices is shown in Table 2. Tt does not include calibration errors which are typically
as large as the accuracy ratings. Calibration is required to determine the offset of the
position sensor to the scan plane.

Rotation

Rotational errors are separated from translational errors because of the lever-arm effect
that rotational error has on the accuracy in the scan plane. The position sensor is located
on or near the probe. Therefore, angular errors will result in larger positional errors at
distant positions in the scan plane. The farther the sensor is from the top of the scan plane,
the greater the errors will increase by the lever-arm effect. Mis-calibration will again cause
systematic measurement errors. Some typical values of angular accuracy and resolution are
given in Table 3.

The combination of position measurement errors, imaging system errors and human
perception limitations were investigated [14] to determine the error in locating a crossed
string target. A Bird DC magnetic sensor and a 7.5 MHz linear array scanner was used.
The combined RMS errors in locating the point target in water were between 2.1 mm and
3.5 mm.
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Name of Sensor Accuracy | resolution notes
(degrees) | (degrees)

Polhemus AC magnetic sensor 0.15 0.025 manufacturer ratings
for Fastrak
(at 760mm)

Bird DC magnetic sensor 0.5 0.1 manufacturer ratings

for Flock of Birds
(at 305 mm)

FARO Mechanical Arm - - manufacturer ratings
not available
OPTOTRAK LED system - - dependent on number

and placement of LEDs

Table 3: Orientation measurement ratings of several common sensors.

Latency and Acquisition Rate

A moving sensor will provide readings of past positions due to latency. Latency is the
time between movement of the sensor and change in the recorded position. For example,
a 4 ms latency (Polhemus manufacturer rating) for a probe moving at 0.1 m/s gives a
position error of 0.4 mm. Others have estimated the latency of the Polhemus sensor as high
as 100 ms [15].

A low acquisition rate requires the physician to move the probe slowly to avoid large
gaps between images. For example, 1 mm spacing of images acquired at 120 Hz (rate of
Polhemus sensor) requires the probe to move at 120 mm/s. The acquisition rate of the
frame grabber may also be low. The smaller of the two acquisition rates determines the
minimum time required for a complete scan.

3.2.4 Tissue-related Errors

Movement

Movement of the subject during a prolonged examination results in significant errors
when constructing a 3D dataset from 2D images. A moving subject produces mis-registered
slices in the 3-D data set. There are relatively few clinical applications where the imaged
anatomy is near-stationary (one good example is the examination of a breast immobilised
in a mammographic unit). Motion-related errors can be minimised by increasing the scan
rate, so reducing the examination time. ECG gating and temporary suspension of breathing
can also reduce motion artifacts. Nevertheless, the design of systems which are tolerant to
tissue movement remains one of the major challenges in 3D ultrasound.

Anisotropy

It has been found that some tissues contain anisotropic scatterers [35] which only appear
from certain look directions. Free-hand imaging has a clear advantage over other 3-D
imaging methods by allowing the physician to choose the look directions. The physician has
been trained to find the look directions that provide high visibility of anatomical features.
The look directions with highest visibility are not necessarily used by the automatic volume
sweeping methods discussed in Section 2.
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Aliasing

Reconstructing 3-D data sets from 2-D image slices is analogous to sampling a time-
varying signal at various times. Aliasing is a problem that occurs when the sampling rate
is too low to reproduce the high frequency components of the signal. The Shannon-Nyquist
sampling theorem states that the sampling must be carried out at a frequency which is
at least twice that of the signal’s highest frequency component. Anti-aliasing filters are
typically low-pass filters used on the original signal before it is sampled and reconstructed.
Because anti-aliasing filters cannot be used on human anatomy, reconstruction will only be
free of aliasing errors if the object does not contain spatial variations at a frequency higher
than the spatial sampling of the 2-D image slices. Fortunately, this is likely the case for
many anatomical objects such as the liver and kidney. However, it may not be the case for
the vascular system.

3.3 Problems and Issues in 3-D Reconstruction

The following discussion is based on the implicit assumption that the reconstructed 3-D
data set is in the form of a 3-D scalar array of intensities, also called a cuberille. Each
element of the array corresponds to a certain volume element called a voxel. Other 3-D
data representations could include gradients or be simply a modified set of the original 2-D
images.

Reconstruction of a 3-D array typically involves equating each voxel value to the value
of the 2-D image pixel which intersects the voxel. Some voxels will be intersected and others
remain empty. The values of voxels that are intersected more than once are calculated by
compounding the pixels that intersect the voxel. Compounding is not restricted to simple
averaging. Maximum value or newest value methods are two of several alternatives.

A number of issues must be resolved when combining 2-D images into a 3-D data set.
The issues can be divided into two main categories: intensity non-uniformities and spatial
non-uniformities among 2-D images.

3.3.1 Intensity Non-uniformity

The average intensity and intensity distributions for a given 2-D image depend on both
the ultrasound system creating the images and the properties of the material. Single trans-
ducer probes and array transducer probes produce images of different intensities and window
shapes. Image intensities also depend on the geometry, size, pulse frequency, pulse ampli-
tude and the type of focusing of the probe. Artifacts, such as shadowing and enhancement,
also affect the average image intensities.

The physician normally controls several parameters on the ultrasound system [11, 19,
30, 58, 61]. The following is a list of the important parameters controllable by the physician.
Not all of these parameters are adjustable on all ultrasound systems, nor can they all be
controlled independently.

probe used

e time-gain compensation

overall gain

display persistence
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Figure 17: Two scans are taken of the same object from different look directions.

e dynamic range of display

e frame rate

e echo-enhance scanner option (image processing option)
e echo-filter scanner option (image processing option)

e post-processing curve

e focus parameters

e scan line density

e display reversal (display can be reversed upside down)
e pulse amplitude

e scan angular range

e enlargement of image (zoom)

The most obvious method to fill a consistent 3-D data set with 2-D image slices is to
collect the slices with a single probe and constant user-controlled parameters. This method
will improve, but not ensure, consistency of the intensities of a set of 2-D image slices. This
is best demonstrated by the example depicted in Figure 17. The object is imaged from
two look directions in the same plane. The object would ideally have the same intensity
distribution in the two images. For examination of human patients, the objects in scans 1
and 2 are likely scanned through different tissue types and geometries. The TGC curve is
usually adjusted for uniform average intensity in the portions of the image with the same
tissue type. For example, if scan 2 images through a thicker layer of fat, the ultrasound
pulse will be more attenuated before it encounters the object. The echo reflected from the
object in scan 2 will return with a lower amplitude than if it came along a path in scan 1.
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Constant TGC settings for the two scans will therefore yield two different average intensities
of the object. Similarly, shadowing and enhancement artifacts will be different in the two
scans.

3.3.2 Spatial Non-uniformity

The voxel dimensions should reflect the spatial resolution of the images. However, the
axial, lateral and elevational resolutions are all different. Moreover, the resolutions vary
within each image. A voxel size equal to the smallest resolution would minimise loss of
image detail. In real free-hand systems, larger voxel sizes are used to reduce the computer
memory requirements and rendering times.

Gap-filling may be required in regions of the volume which are under-sampled. The
missing voxel values can be calculated by interpolation of the surrounding elements [60].
Alternatively, convolving each 2-D image with a 3-D Gaussian kernel also fills in gaps
between images [40].

Using the same example in Figure 17, the two object positions, with respect to a global
reference system, will not be the same in the two images because of errors in spatial po-
sitioning. The error analysis states that errors arise from refraction, propagation speed,
multi-path, tissue motion and the position measurement device. The quality of the final
reconstruction improves if some of the errors are removed before compounding. Trans-
formation of an image to match the other images is called registration. The type of
transformation is based on a model of the spatial positioning errors.

For example, registration has been attempted in previous research to account for mis-
alignment of adjacent 2-D images acquired by a swept volume technique [7]. The transforma-
tion only allowed planar translations of the images. The parameters of the transformation
were determined by a Fourier transform of the cross-correlation function between adjacent
images. The error analysis in Section 3.2 indicates that planar translation will not account
for all of the measurement errors in free-hand scanning. Ideally, registration accounts for
all sources of spatial positioning errors to produce a consistent reconstruction. In reality,
only the sources of error that can be conveniently modelled can be included in the registra-
tion. It is important, however, that registration not alter or remove diagnostically useful
information.

3.4 Visualisation of 3-D Data

The important features of a good image are clear detail, obvious tissue texture, visualisation
of detail at depth, and low noise [11]. A bad image has no visible diagnostic information.
The goal of the visualisation method is to produce a good image that accurately represents
the 3-D reconstruction data.

There are several common methods of displaying the 3-D intensity array data. The most
conventional is to view slices of the data set in a manner similar to normal 2-D scanning
[11,23, 61]. The difference is that slices from any look direction may be displayed, whether or
not any of the original 2-D images were taken in that particular look direction. This is called
any-plane slicing. It may be of interest to a physician to view the anatomy from directions
unobtainable by normal 2-D scanning. For example, if measurement of the size of an object
is desired, it is helpful to be able to view the object from three perpendicular look directions.
Another difference of any-plane slicing compared to normal real-time 2-D scanning is that
the 3-D data set may have been substantially processed during reconstruction. 3-D image
processing may improve certain aspects of the image (speckle reduction, for example) and
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degrade others (such as spatial resolution). Therefore, even if a desired look direction is
chosen as one of the original look directions, the displayed image may not be the same as
the original 2-D image.

Sparsely sampled data presents a problem when the chosen look direction is perpen-
dicular to the original scan directions. Only the edges of the original scan slices will be
visible. Interpolation helps but introduces a large proportion of data not actually imaged.
The displayed image is therefore mostly interpolated data and of diminished diagnostic use
[60].

Other visualisation methods include surface fitting and volume rendering [1, 4, 50, 51,
63]. Surface fitting may simply involve selecting isovalue voxels and displaying by back-
to-front traversal, ray tracing or surface reconstruction. Surface reconstruction typically
involves fitting patches to constant value contour surfaces in the 3-D data set according
to a certain threshold. The surface can then be displayed with a particular viewpoint
and lighting source. When the physician is interested in viewing only one tissue type, the
determination of thresholds becomes related to tissue classification, a difficult problem with
ultrasound data [11, 51, 61].

The advantages of surface fitting include the relatively fast rendering and reduced storage
requirements once the surfaces are determined [21, 36, 63]. The drawbacks are that surface
fitting algorithms used on ultrasound data often produces artifactual surface pieces and
incorrect handling of small features.

Volume rendering maps the 3-D data set directly into screen space. Ray casting is the
most common method of volume rendering. Ray casting involves casting of rays from each
screen pixel through the 3-D data set. The colour and opacity of each voxel that the ray
passes through are blended until the opacities reach unity or the ray exits the rear of the
volume of data. The blended opacities and colours are then displayed by the screen pixel.
The procedure then repeats for all screen pixels. It has been suggested that summed voxel
volume rendering reduces speckle in the rendered image [61].

The disadvantages of volume rendering is that the entire 3-D data set must be used
for each new viewpoint, making the rendering slow [21, 36, 50, 63]. Additional visual cues,
such as shadowing and reflections, may also be added. The advantages are that artifact
generation is reduced compared to surface fitting, and that the entire 3-D data set is used
for each 2-D display.

Standard surface-fitting and volume rendering methods used successfully in magnetic
resonance and computed tomography imaging have limitations when used with ultrasound
data. Ultrasound images have several unique properties [46]: significant amount of noise
and speckle; lower dynamic range; blurred boundaries several voxels wide; boundaries with
varying grey levels caused by variations in surface curvature and orientation; shadowed
regions; intensity non-uniformities; spatial non-uniformities; and non-uniform spatial reso-
lution. This list demonstrates that new visualisation techniques, possibly involving filtering
and segmentation, are required [46]. Fetal imaging is an exception that is easier to render
because the fetus is surrounded by a weakly echogenic amniotic fluid. It is therefore easier
to isolate the fetus from surrounding tissue and noise [52].

3.5 Volumetric Data Analysis

The physician is often interested in obtaining quantitative information from the ultrasound
data. On typical 2-D ultrasound systems cursors can be controlled by the physician to
measure distances in the image. For example, fetal head diameter can be measured and
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used to calculate the approximate gestational age. Other diagnostically useful information
is available in the 3-D data set. Physicians have indicated a need for size and volume
estimates of image objects. Examples where volume or size determination is useful include
prostrate volume [43], ventricle volume [33, 39, 47], kidney volume [22], blood vessels [28]
and fetus and placenta volumes [11].

Segmentation and modelling of the data [2, 5, 8, 9, 10, 12, 13, 25, 26, 53, 54, 55, 56, 57]
are also important research areas. Texture classification — measurement of the statistical
properties of material to aid diagnosis — is another active research area [11, 61].

4 Conclusions

3-D free-hand ultrasound imaging, compared to other 3-D ultrasound imaging techniques,
has a number of advantages: the ability to fill in shadowed regions; reduction of artifacts
by compounding; relatively low cost; adaptability to a wide range of ultrasound systems;
flexibility in image volume size, number of image slices and acquisition time; use of existing
examination techniques; and flexibility for the physician to image from any available look
direction.

The disadvantages include acquisition times that are typically longer than other 3-D
imaging techniques. The time required to scan a volume is determined by the speed at
which the physician moves the probe. Free-hand imaging has the additional complications
in reconstruction arising from the arbitrary positions and intersections of the image planes.
Measurement errors also arise from sonographic artifacts, position measurement errors and
tissue-related errors.

The study of the measurement errors reveals the type and size of errors that occur
in free-hand imaging. The tradeoffs that exist in minimising some of the errors are also
identified.

The design of a 3-D free-hand system should start with a high spatial and contrast
resolution, low noise 2-D ultrasound machine. This includes choosing the highest frequency
probe that can image to the desired depth. The highest frame rate that does not result
in range ambiguity should be used. An accurate, calibrated position sensor with a high
acquisition rate should be attached as close as possible to the probe face. Motion of the
subject of the ultrasound examination should be minimised or measured for compensation
during reconstruction. Finally, the acquired 2-D images should be closely spaced to reduce
gaps and aliasing. If time permits, the volume of interest should be scanned with overlapping
image slices taken from a variety of look directions.

The basic criteria for reconstruction are that it should be automatic and incremental. It
should be automatic because it will make the system easier to use and therefore more likely
to be accepted by physicians in a clinical setting. An incremental reconstruction means
that the 3-D data set is updated as each new image is acquired. Incremental reconstruc-
tion is desired because it will reduce storage requirements and can make the system more
interactive by allowing incremental rendering during the examination.

Most reconstruction methods in previous research have used solely the position data to
fill & 3-D scalar array with 2-D image slices. The error analysis demonstrates that these
methods may produce inconsistencies in the 3-D data set. Research should first focus on
constructing a consistent and accurate 3-D data set by accounting for the measurement
errors.

As discussed in Section 3.3, both the spatial and intensity non-uniformities must be
addressed. Registration of the 2-D image slices with the 3-D data set must account for the
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spatial non-uniformities and compounding the overlapping data must account for intensity
non-uniformities. It is proposed that these two issues are separable: the reconstruction
algorithm can perform registration of the 2-D image slices and then compound each image
slice with the 3-D data set.

The following is a brief description of a prototype incremental, automatic reconstruction
algorithm. A 3-D scalar array is chosen as the form of the reconstructed data set. All
voxel values are set initially to zero. As each new 2-D image is acquired, each voxel that is
intersected by the image scan plane is set to the value of the 2-D image pixel which intersects
the voxel. When an image slice intersects previously filled voxels, registration aligns the
image slice to the existing data in the 3-D array. It is proposed that the registration be
based on matching features in the 2-D image with features in the 3-D array. The registered
image is then added to the 3-D scalar array using a form of compounding. The original 2-D
image data may now be discarded.

After a substantial portion of the 3-D data set is filled, it can be displayed on a computer
monitor. Several different visualisation methods can be used including volume ray-tracing,
surface rendering and any-plane slicing [21, 61]. Incremental rendering is also possible [40].

The visualisation and volumetric data analysis stages will benefit from improvements
in the reconstruction stage. The overriding concern of each stage is the desire not to lose
detail nor features and not to introduce artifacts. A beautifully smoothed, filtered and
highly processed image is useless to a physician attempting to make a correct diagnosis of
possible pathology.

General acceptance of 3-D free-hand imaging by physicians will occur if accurate and
diagnostically useful 3-D renderings are available automatically, during or shortly after the
examination. Solutions to some of the problems currently limiting 3-D free-hand imaging,
such as registration and compounding, are feasible. Artifacts common to all ultrasound
images, such as speckle, cannot likely be eliminated completely, yet 2-D ultrasound imaging
is in general use with these artifacts. It is not unreasonable to suggest 3-D images with
a small number of artifacts will still be clinically useful. Furthermore, as manufacturers
continue to improve the quality of the 2-D images, the 3-D images will similarly improve.
The inherent advantages of the free-hand imaging technique, with continued improvement,
ensure that it will become a valuable tool for physicians in the future.
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