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ABSTRACT

HTK is a portable software toolkit for building speech
recognition systems using continuous density hidden
Markov models developed by the Cambridge University
Speech Group. One particularly successful type of system
uses mixture density tied-state triphones. Recently we have
used this technique for the 5k/20k word ARPA Wall Street
Journal (WSJ) task. We have extended our approach from
using word-internal gender independent modelling to use
decision tree based state clustering, cross-word triphones
and gender dependent models. Our current systems can
be run with either bigram or trigram language models us-
ing a single pass dynamic network decoder. Systems based
on these techniques were included in the November 1993
ARPA WS evaluation, and gave the lowest error rate re-
ported on the 5k word bigram, 5k word trigram and 20k
word bigram “hub” tests and the second lowest error rate
on the 20k word trigram “hub” test.

1. INTRODUCTION

This paper describes the large vocabulary continuous
speech recognisers that we have built using HTK (HMM
toolkit). HTK is a software toolkit for building and manip-
ulating systems that use continuous density hidden Markov
models that has been developed by the Speech Group at
Cambridge University Engineering Department over the
last four and a half years. HTK is designed to be flexi-
ble enough to support both research and development of
HMM systems and also to provide a platform for bench-
mark evaluations. It can be used to perform a wide range
of tasks, including isolated or connected speech recognition
using models based on whole word or sub-word units. HTK
includes a software library as well as a number of tools
(programs) that perform tasks such as coding data, various
styles of HMM training including embedded Baum-Welch
re-estimation, Viterbi decoding, results analysis and edit-
ing of HMM definitions. The current commercially avail-
able version of HTK, V1.5, is now in use at many sites
worldwide. Full details of HTK V1.5 are given in [6].

A number of features of HTK make it especially suitable
for performing large vocabulary continuous speech recogni-
tion. In particular, HTK has a unique generalised parame-
ter tying (sharing) mechanism [5] that allows HMM systems
to be constructed that are balanced between acoustic mod-
elling detail (model complexity) and parameter estimation
accuracy for a given training corpus. It has been found that
tied-state mixture density triphone systems are particularly
effective [7]. A tied-state word-internal triphone system was
included in the final September 1992 evaluation for the 1000
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word DARPA Resource Management task, and gave com-
parable performance to the main DARPA sites [3, 4]. A
full description and all the necessary tools to build such a
system are included in the HTK V1.5 distribution.

Recently, we have been working with the HTK tied-state
recogniser on the 5k/20k word ARPA Wall Street Journal
(WSJ) task. While working on this task we have signifi-
cantly extended the capabilities of our system. We have
added the ability to train and test cross-word gender depen-
dent triphone models, and use bigram and trigram language
models all with a single pass dynamic network decoder. We
have also extended the state-tying approach outlined in [7]
to use decision-tree based clustering which allows the syn-
thesis of HMM models which do not occur in the training
data.

This paper first describes the methods by which our mix-
ture density tied-state triphone systems are constructed and
outlines the decision tree based clustering procedure. The
decoder strategies that we have used are then described and
it is shown that this approach gives state-of-the-art perfor-
mance on the Wall Street Journal task.

2. TIED-STATE SYSTEM

In any large vocabulary recognition system using triphone
acoustic models there will be some triphone contexts for
which there is very limited or even no training datai.e. “un-
seen” triphones. Indeed, if cross-word triphones are used
the majority of triphones needed for recognition will not
be observed in the training data. We have also previously
found that it is important to use multiple component Gaus-
sian mixtures to accurately characterise the data in speaker
independent systems [3], however this requires a reasonable
amount of data to be available for each mixture distribution
estimated.

Previously we have examined a bottom-up state-
clustering technique [3, 7] that groups together the cor-
responding states in different triphones of the same base
phone if the output distributions are acoustically similar
while also ensuring that there is enough data associated
with each distribution to form robust estimates of parame-
ters of mixture distributions. The parameters of these “tied-
states” are then re-estimated and the complexity of the out-
put distribution increased. State-clustering is more efficient
than model clustering because it allows a far greater number
of models to be formed with the same number of distribu-
tions, and in an experimental comparison on the Wall Street
Journal database we found that a tied-state system had an
18% lower error rate than a model-tied system.

The bottom-up clustering approach to grouping states is
appropriate when there are few unseen triphones—however
when unseen triphones are common it doesn’t provide a
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direct way of specificying the correct set of tied-states to be
used to synthesise an unseen model. To tackle the problem
of unseen triphones we have used a decision tree based state-
clustering procedure. This approach has similarities to that
adopted in [1]. A separate decision tree is constructed for
each state of each base phone with the goal of grouping
triphone states into a number of equivalence classes by use
of a number of linguistic questions concerning the identity
of the base phone and the triphone context.

When the tree-growing process starts, all the states for
the current tree are associated with the single root node. At
each stage of tree building a node is selected and the states
associated with that node split into two parts by an appro-
priate question. The question to ask at each stage along
with the node to split is determined so as to maximise the
increase in log likelihood of the data described by the state
distributions. This log likelihood can be easily calculated,
since the tree clustering procedure uses unimodal Gaussian
distributions each characterised by mean and variance vec-
tors and the state occupation count computed during train-
ing. It is therefore possible to calculate the likelihood of the
data used to train all of these states when a number of them
are merged and characterised by a new mean and variance.
The tree growing process terminates when the increase in
log likelihood falls below a threshold, and a constraint is im-
posed that all leaf nodes have a minimum total occupation
count for all states clustered together. The leaf nodes cor-
responding to states of unseen triphones can be determined
by examining the questions at each node of the decision tree
to find the appropriate equivalence class for that triphone.

Therefore the basic steps involved in building the mixture
density tied-state system are as follows:—

1. Create a set of unimodal Gaussian monophone models
and train using transcriptions derived from the pro-
nunciation dictionary and the sentence orthography.

2. Create all triphones (either word-internal or cross-
word) that occur in the training corpus and copy the
monophone models for each required triphone con-
text and re-train. During re-training, retain the state-
occupation counts.

3. For each group of triphones that share the same base
phone, compute a decision tree to group the states into
equivalence classes ensuring that enough data to train
mixture distributions will be associated with each class.
Tie the distributions of all the states in each equiva-
lence class. Compute the state sequence required for
all unseen triphones that may be needed during recog-
nition. Tie the transition matrices across all the tri-
phones of each base phone.

4. Merge any triphones that are now identical. This re-
duces the total number of models improving decoder
efficiency.

5. Re-train the state-clustered triphones and then succes-
sively increment the number of mixture components in
each state by a mixture-splitting procedure.

Further details of the mixture splitting procedure are
given in [7]. It should be noted that the tied-states and
transition matrices produced are virtually transparent to
the HTK training and recognition tools due to HTK’s gen-
eralised tying mechanism.

3. DECODING STRATEGIES

The standard HTK Viterbi recogniser uses a pre-compiled
static recognition network. This approach can be efficiently

applied to systems that use word-internal triphones, but
becomes much more complex for cross-word triphones. A
bigram language model can be used with such a recogniser
and an extended version of the standard HTK recogniser
(with a bigram cache) was used for the bigram experiments
with word-internal triphones. A second problem with a
static network is that it does not readily support long-span
language models such as a trigram. Although the identity
of all previous words is known at each point, the search will
not be admissible unless multiple histories are held in each
model instance.

To solve the above problems and integrate cross-word tri-
phones as well as trigram language models directly into the
search we have developed a new single-pass dynamic net-
work decoder architecture. Firstly to reduce the search re-
quirements a tree-structured representation of the lexicon is
used. In a large vocabulary system many words will share
the first phones in a number of words and so tree-structuring
reduces the number of model instances. Furthermore the
search effort is concentrated in the early parts of words [2]
and so a much greater reduction in computation than stor-
age is obtained, although using context dependent models
reduces this effect since fewer words will share the same
initial models. Tree-structuring also ensures that the com-
putational requirements rise more slowly than linearly with
increasing vocabulary size.

Using cross-word triphones with this architecture requires
multiple instances of the word final phones but not multiple
instances of the first phone of the next word. At every time
frame, only a few words have their final states within the
pruning beam and therefore cross-word triphones have a low
overhead. Bigram and trigrams can also be incorporated
directly into this structure by using tree copies. In our
implementation we used bigram and trigram caches.

The potential size of this network is huge (of the order of
10" nodes for a 20k trigram task), and so to keep the search
manageable the network is dynamically created when model
instances are in the beam and the current path needs to be
extended. A conventional beam search is used as well as an
upper limit on the total number of model instances. This
single pass dynamic network decoder was used for all the
experiments other than those with word-internal triphones
reported in this paper.

We are also developing a multiple pass recogniser. On
the first (no-grammar) pass a backwards structured tree
lexicon is used and list of potential starting words and scores
is recorded at each time frame. The first pass uses either
monophones or word-internal triphones. The second pass
then uses more detailed acoustic models and applies either
a bigram or trigram language model. We hope that this
multiple pass approach will allow greater beamwidths to be
used on the second pass than with the single pass dynamic
decoder or give shorter recognition times.

4. EXPERIMENTS AND RESULTS

We have used our tied-state approach with word-internal
triphones, cross-word triphones and gender dependent mod-
els to build recognisers for the ARPA Wall Street Journal
(WSJ) task and a number of these systems were evaluated
as part of the November 1993 ARPA WSJ evaluation.

4.1. Experimental Setup

The WSJ database is in two distinct parts WSJ0 and
WSJ1. We have built systems using either just the SI-84
training material from WSJO0 (7,193 utterances used), or the
SI-284 data formed by combining training data from both



| Training | Model Type | Grammar Nov’92 s1_dt _s6 si_dt _05.0dd Nov’93
SIg4 wint/gi bg 8.11 10.39 12.40 12.83¢
S84 xwrd/gi bg 6.86 9.52 10.48 8.65
S84 xwrd/gd bg 6.58 9.13 9.67 8.83¢
S1284 xwrd/gd bg 5.14 6.63 7.58 6.91
S1284 xwrd/gd tg 3.19 5.27 6.09 4.99¢

Table 1: % word error rates for different model types, grammars and acoustic training data for a number of 5k WSJ test-sets.
7 denotes systems used for the ARPA November 1993 WSJ evaluation.

WSJ0 and WSJ1 (36,515 utterances). Silences at the start
and end of each training sentence were reduced to 200ms
based on Viterbi generated word alignments which meant
that there remained about 14 hours of training speech in
the SI-84 set and 66 hours of speech in the SI-284 set. All
experiments used only the data from the Sennheiser micro-
phone channel. The acoustic feature vector contained 12
Mel frequency cepstral coefficients and log energy, plus the
first and second differentials of these coefficients giving a 39
dimension observation vector. The cepstral features were
normalised for each sentence by subtraction of the cepstral
mean calculated over the sentence.

We have worked on both the 5k (4,986) word closed
vocabulary and 20k (19,979) word open vocabulary non-
verbalised pronunciation WSJ tasks. The data used for the
20k open tests can in fact contain any of 64,000 words (64k
data), and hence there are a number of words that occur in
the test data that are unknown to the recogniser and hence
cause errors. We have run experiments using the standard
bigram and trigram grammars.

The pronunciation information came from the Dragon
Wall Street Journal Pronunciation Lexicon Version 2.0 with
some locally generated additions and corrections. This
dictionary contains multiple pronunciations, and the most
likely pronunciation for each token in the training data was
found by Viterbi alignment using models built in an early
version of our WSJ system. The Dragon dictionary also
contains markings for stressed vowels, but no stress dis-
tinctions were made in our system, resulting in 44 base
phones plus silence and optional inter-word silence models.
All speech phone models had three emitting states, and a
strictly left-to-right topology.

4.2. SI-84 Word-Internal System

Initially we built a system using word-internal triphones
and gender independent models. This system is essentially
a fairly straightforward extension to the systems that we
used for the Resource Management task [3], except that the
states were clustered using the decision tree method and a
bigram grammar was used in recognition. The speech is
first labelled using Viterbi alignment to identify the cor-
rect pronunciation of each word and any inter-word silences
and then HMMs are estimated for each of the the 8,087
word-internal triphones (24,261 states) in the SI-84 train-
ing set. The states are then clustered as described in Sec. 2.
to 3,701 tied-states and the tied-state representation for all
the 14,344 word-internal triphones in our 29,623 word dic-
tionary synthesised using the appropriate set of tied-states.
This resulted in 8,453 distinct triphones. Eight component
mixture distributions were then estimated using embedded
Baum-Welch re-estimation for each of the speech states pro-
ducing a system with approximately 2.3 million parameters.
Recognition experiments with this gender-independent (gi)
word-internal (wint) system were performed for the 5k task
and used the static network decoder with a bigram (bg)

grammar.

The results for the wint/gi system are shown in the
first line of Table 1 for a number of different test-sets:
Nov’92 was the non-verbalised 5k closed test set used in
the November 1992 ARPA WSJ evaluation (330 sentences
from 8 speakers); si_dt_s6 is the Sennheiser data from the
WSJ1 spoke 6 development test data (202 sentences from 8
speakers); si_dt_05.0dd is a subset of the WSJ1 5k devel-
opment test data formed by deleting sentences with out-of-
vocabulary (OOV) words and choosing every other sentence
that remained (248 sentences from 10 speakers); and finally
Nov’93 is the Hub 2 5k test data from the ARPA Novem-
ber 1993 WSJ evaluation (215 sentences from 10 speakers).
The first three sets were used as development test data and
the final set used as evaluation test. It should be noted that
there is quite a range of word error rates over the different
test sets, and also that the Nov’93 results correspond to
the preliminary results released by NIST on December 8th
1993. We expect the final error rates for all Nov’93 systems
reported here to be 0.1-0.2% lower due to corrections in the
reference transcriptions.

4.3. SI-84 Cross-Word System

To try to improve the wint/gi system we investigated the
use of position independent cross-word (xwrd) triphones.
In this case all word-boundary information is ignored for
the purpose of identifying triphone contexts. The SI-84
training set contains 18,512 cross-word triphones (55,530
states). Model building proceeds in a similar fashion to
the wint system—the tree clustering reduced the number
of tied-states to 3,820, and then models for all the possible
cross-word triphones that can occur in the 20k recognition
vocabulary (54,456 triphones) were systhesised resulting in
15,303 distinct triphones. Eight component mixture distri-
butions were then trained to produce a system with about
2.4 million parameters. This xwrd/gi system was tested
using the single pass dynamic network decoder for the 5k
bigram task. The results are given in the second line of Ta-
ble 1. It can be seen that performance is between 8% and
15% better than the wint/gi system on the development
test data and gave a 33% improvement on the evaluation
test. It appears that the use of cross-word triphones is of
greater benefit for faster speaking rates and speech that is
less clearly articulated: the variations in speech style be-
tween different speakers accounts for the fairly substantial
variations in error rate reductions observed.

4.4. SI-84 Gender-Dependent System

The xwrd/gi system was cloned, and the means and mix-
ture weights of the two model-sets re-trained (one iteration
only) one set on the data from the female talkers (3635
sentences) and the other set on the data from the male
talkers (3558 sentences) to form a gender dependent (gd)
system. The variance vectors are not retrained, and were
shared using HTK’s generalised tying mechanism between



the model sets to save memory. Therefore in total the sys-
tem has about 3.6 million parameters. The two model sets
were then decoded in parallel using the single-pass dynamic
network recogniser with the constraint that all active paths
could be extended only by using models of the same gen-
der. The results in Table 1 show that the xwrd/gd system
gave small (between 4% and 8%) reductions in word error
for the development test sets. However, the Nov’93 evalua-
tion test data showed a small increase (2%) in error when
gender dependent models were used. However, the 8.83%
error given by this SI-84 xwrd/gd system was still the lowest
error rate from any site for the H2-C1 test in the November
1993 evaluation (WSJO0 training data only, standard bigram
grammar).

4.5. SI-284 System

The same techniques used to build the SI-84 cross-word
gender dependent system were again used to build a model
set using the complete 66 hours of speech data in the SI-
284 training set. Since the size of the training corpus is
nearly a factor of five larger, models with more parame-
ters can be trained. In the SI-284 data set there are 22,699
cross-word triphones (68,097 states) and these were tree-
clustered to 7,558 tied states. After all 54,457 triphones po-
tentially needed for recognition had been synthesised there
were 22,978 distinct triphones. Ten component mixture dis-
tributions were estimated for each of the tied-states, and
then the system was cloned and the models retrained using
gender-specific training data (18127 sentences from male
talkers, 18,388 sentences from females). Again the variances
were not re-estimated and were tied between the two model
sets. In total this system has about 8.9 million parameters.

When this system is used with the 5k bigram grammar,
reductions in error rate of between 22% and 27% are ob-
tained relative to the SI-84 xwrd/gd system. This system
was used with a 5k trigram grammar for the November
1993 evaluation and the error rate of 4.99% on the evalua-
tion data was the lowest error rate for the H2-PO test (any
acoustic training data, any grammar). Over all the test sets,
it can be seen from Table 1 that use of the trigram produces
improvements of between 20% and 38% relative to the bi-
gram error rate due to an approximate halving in test-set
perplexity. When used with the 5k trigram, the single-pass
dynamic network decoder typically requires 5 minutes per
sentence on an HP735 computer.

4.6. 20k Results

The SI-284 system described in Sec. 4.5. was also used with
the full 64k test sets. However in this case the standard 20k
open bigram and trigram grammars were used. Therefore
there are a number of out-of-vocabulary (OOV) words in
each set which cause errors. Three 64k test sets have been
used: Nov’92-November 1992 20k open NVP set (333 sen-
tences from 8 speakers, 1.9% OOV words); si_dt_20.0dd
formed by taking every other sentence from WSJ1 Hub 1
development test data (252 sentences, 10 speakers, 1.8%
OOV words); and Nov’93 which consists of the November
1993 H1 evaluation test data (213 sentences, 10 speakers,
1.8% OOV words). The results on these test-sets using
both bigram and trigram grammars are shown in Table 2:
14.45% error rate for the November 1993 evaluation with
the standard 20k bigram grammar was the lowest error rate
reported for H1-C2 (WSJO & WSJ1 training, 20k bigram
grammar); and the 12.74% word error rate was the sec-
ond lowest for H1-C1 (WSJ0 & WSJ1 training, 20k trigram
grammar). The single pass dynamic network decoder typi-

cally takes about 10 minutes to recognise a sentence using
the 20k trigram on an HP735 computer.

Grammar Nov’92 si_.dt_20.0dd Nov’93
bg 11.08 16.17 14.457
tg 9.46 13.71 12.747

Table 2: % word error rates for SI-284 xrwd/gd 20k system
for different 64k WSJ test-sets. 7 denotes systems used for
the ARPA November 1993 WSJ evaluation.

It can be seen from Table 2 that there is between 12%
and 15% reduction in error rate obtained by using the 20k
trigram relative to the bigram. This is a rather smaller
relative decrease that for the 5k case and is caused by a
smaller reduction in test-set perplexity and by the effects
of OOV words. On average each OOV word in the test set
causes about 1.6 word-errors, and hence the OOV words
make a significant contribution to the word error rate.

5. CONCLUSION

This paper described our approach to speaker independent
large vocabulary continuous speech recognition using HTK.
The system uses tied-state, mixture density, cross-word gen-
der dependent triphones and recognition is performed using
a single pass dynamic network decoder directly incorporat-
ing either bigram or trigram language models. The results
show that this approach yields state-of-the-art performance
on both the 5k and 20k word Wall Street Journal tasks.
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