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ABSTRACT

In this paper, we present our experiments on lightly supervised
discriminative training with large amounts of broadcast news data
for which only closed caption transcriptions are available (TDT
data). In particular, we use language models biased to the closed-
caption transcripts to recognise the audio data, and the recognised
transcripts are then used as the training transcriptions for acoustic
model training. A range of experiments that use maximum like-
lihood (ML) training as well as discriminative training based on
either maximum mutual information (MMI) or minimum phone
error (MPE) are presented. In a 5xRT broadcast news transcription
system that includes adaptation, it is shown that reductions in word
error rate (WER) in the range of 1% absolute can be achieved. Fi-
nally, some experiments on training data selection are presented to
compare different methods of “filtering” the transcripts.

1. INTRODUCTION

In state-of-the-art large vocabulary continuous speech recognition
(LVCSR) systems, large amounts of acoustic training data is re-
quired for estimating the model parameters robustly. It is also
widely believed that using more training data can reduce recogni-
tion errors and allow building more complex models. To produce
accurate manual transcriptions for the acoustic training data, how-
ever, is very time consuming and thus limits the audio data that can
be used. In English broadcast news, large amounts of raw audio
data are available from the television and radio channels. Closed-
captions and commercial transcripts, which are partially correct
manual transcripts, are also available for certain broadcasts. Al-
though these transcripts contain a number of errors and can not be
used directly as the training transcriptions, Lamel et al. has shown
that we can use these transcripts as the supervision data sources for
acoustic model training - lightly supervised training [6]. In their
experiments, they included the closed-captions in the language
model (LM) training materials, and then used the constructed lan-
guage model to recognise the audio data. The recognised tran-
scripts were then used as the training transcriptions for Maximum
Likelihood (ML) training. Their best results were obtained by “fil-
tering” (removing) the recognised transcripts which disagree with
the closed-captions. In the Rich Transcription 2003 (RT-03) evalu-
ation, BBN and LIMSI reported word error rate (WER) reductions
in their systems by adding subsets of automatically transcribed
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broadcast news data (TDT4 corpus) that were carefully chosen by
closed-caption filtering [3] [7].

In this paper, we also present our experiments on lightly su-
pervised training. In particular, we use language models biased to
the closed-caption transcripts to recognise the audio data. Since
discriminative training techniques such as Maximum Mutual In-
formation (MMI) and Minimum Phone Error (MPE) have been
shown to outperform ML training in LVCSR tasks [8] [12], we in-
vestigate the interactions between lightly supervised training and
discriminative training. We also aim to improve our English broad-
cast news transcription system by using the automatically recog-
nised transcripts. As MMI and MPE training can better exploit
large amounts of training data than ML training [10], we use all the
recognised transcripts for lightly supervised discriminative train-
ing, and compare this approach with training data selection schemes
such as closed-caption filtering [6].

The rest of the paper is organised as follows. In Section 2, we
describe the English broadcast news corpora that used in this work.
Then, our lightly supervised discriminative training approach is
presented in Section 3. In Section 4, a range of experiments on
the TDT data are presented. Different methods of “filtering” the
transcripts for training data selection are also compared. Finally,
conclusions are given in Section 5.

2. ENGLISH BROADCAST NEWS DATA

2.1. Accurately transcribed acoustic training data

The accurately transcribed broadcast news acoustic training data
used in our experiments was released by the LDC in 1997 and
1998. The 1997 data was annotated to ensure that each segment
was acoustically homogeneous. The 1998 data was similarly tran-
scribed at the speaker turn level but didn’t distinguish between
background conditions. The combined set of 1997 and 1998 data
contains approximately 143 hours of usable data [4].

2.2. TDT2/TDT4 audio data

In this work, the TDT2 and TDT4 audio corpora were used for
lightly supervised training. There are no accurate manual tran-
scriptions for these TDT data but closed-captions are available.
The closed-captions, however, are only partially correct and con-
tain a number of errors such as insertions, deletions and changes
in the word order [6]. The TDT2 corpus contains 500 hours of
audio data broadcast in the first six months of 1998. In our ex-
periments, only the data broadcast between February and June
1998 were used. These include broadcast news shows from the
CNN Headline News, ABC World News Tonight, PRI The World,



VOA Today and VOA World Report. The TDT4 corpus contains
about 300 hours of audio data broadcast between October 2000
and January 2001. These include CNN Headline News, ABC
World News Tonight, PRI The World, VOA English news pro-
grams, NBC Nightly News and MS-NBC News with Brian Williams.

2.3. Testing data

Two sets of data were used for testing, each of them contains six
30 minutes broadcast news shows. The first set,dev03 , contains
shows which were chosen from the last two weeks of January 2001
of the TDT4 data. The second set,eval03 , was the RT-03 eval-
uation data set. It contains shows which were broadcast during
February 2001.

2.4. Text corpora

The text corpora used for LM training in this work were the same
as the CU-HTK 2003 10xRT system [5]. These include the TDT2,
TDT3 and TDT4 closed captions, broadcast news acoustic train-
ing data transcriptions, commercial broadcast news transcripts and
newswire texts. To conform with the epoch restriction for both
the dev03 andeval03 test sets, the language models used for
testing contained no data from dates after mid January 2001. The
language models used for transcribing the TDT4 audio, however,
included all the TDT4 closed captions in order to build a biased
LM. Approximately one billion words were used in total, in which
only 5.8 millions words and 2.5 millions words were contributed
from the TDT2 and TDT4 closed captions respectively.

3. LIGHTLY SUPERVISED DISCRIMINATIVE
TRAINING

In our lightly supervised discriminative training approach, we used
language models biased to the closed-caption transcripts to recog-
nise the TDT audio data. All the recognised transcripts were then
used for either maximum likelihood training or to provide the cor-
rect transcriptions in discriminative training. We also compared
this approach with data selection based on closed-caption filtering
and sentence based confidence measure filtering. The details of
each process are as follows.

3.1. Biased language models

To build a biased language model, we first constructed one word-
based LM for each training data set. No cut-off was applied when
we constructed the TDT2 closed-caption LM and the TDT4 closed-
caption LM because we wanted to use as much information from
the closed-caption transcripts as possible. The individual LMs
were then linear interpolated and merged to form a single lan-
guage model. The interpolation weights were computed to min-
imise the perplexity of some correct transcriptions corresponding
to the TDT audio data. This led the interpolated language model to
be biased to the closed-caption LM. The 59k entry wordlist of CU-
HTK 2003 10xRT system was used for building fourgram and tri-
gram language models. The out-of-vocabulary (OOV) rates of this
wordlist on the TDT2 closed captions and the TDT4 closed cap-
tions were 0.76% and 0.85% respectively. For transcribing TDT2
audio data, we used a 10 hour set of accurately transcribed data
for perplexity minimisation. The resulting language model had an
interpolation weight of 0.92 on the TDT2 closed-caption LM. The

OOV rate of the wordlist, fourgram and trigram perplexities on the
10h data set were 0.68%, 21.3 and 44.5 respectively. For transcrib-
ing TDT4 audio data, we used thedev03 accurate transcriptions
for perplexity minimisation. The resulting language model had an
interpolation weight of 0.90 on the TDT4 closed-caption LM. The
OOV rate of the wordlist, fourgram and trigram perplexities on the
dev03 set were 0.47%, 25.6 and 53.2 respectively.

3.2. TDT data transcription

The recognition of the TDT data was performed by a reasonably
fast and accurate transcription system. Commercial removal and
automatic segmentation were first performed to remove non-speech
such as music and noise [11]. Then, the first pass (P1) and second
pass (P2) of the CU-HTK 2003 10xRT system [2] [5] were run
with our biased LMs. Bandwidth dependent models were used
in both passes. In P1, an initial transcription was generated for
each segment. A time-synchronous decoder using gender indepen-
dent (GI) MPE triphones and a word-based trigram LM was used
for decoding. The output trigram lattices were then rescored with
the fourgram LM. Gender labelling and clustering of the segments
were then performed for adaptation purposes in P2. In P2, gen-
der dependent (GD) MPE-MAP [9] triphones were adapted using
transforms estimated based on global least squares linear regres-
sion and MLLR variance transforms with supervision came from
the P1 transcriptions. Decoding were then performed again on
each segment to generate trigram lattices using the adapted mod-
els. These lattices were further expanded to fourgram and then
converted to confusion networks (CN) [1]. The final transcriptions
were obtained from the alignments of the confusion network out-
puts. Approximately 5xRT of computer time was required for the
overall transcription process.

Using the biased LMs, the WER of this system on the 10h
TDT2 set and thedev03 set were 9.3% and 8.3% respectively.
For comparison, the WER of the TDT2 closed-captions was 10.3%
and using the LMs from the CU-HTK 2003 10xRT system gave
12.4% WER on thedev03 set. 420 hours of TDT2 data were tran-
scribed, in which 370h were classified as wideband data and 50h
were classified as narrow-band data. For the TDT4 data, 230 hours
of data were transcribed (211h wideband data and 19h narrow-
band data, no data from dates after mid January 2001). These TDT
data, together with the 143h accurate transcribed broadcast news
training data (called bnac in the following sections), were used for
acoustic model training.

3.3. Training data selection

In closed-caption filtering [6], the recognised transcripts are first
aligned with the closed-caption transcripts by standard dynamic
programming. Then, the segments which contain recognition out-
puts different from the closed-captions are removed from the train-
ing set. The motivation of doing this is to remove the segments
that may contain recognition errors. In the RT-03 evaluation, BBN
and LIMSI chose 90h and 80h subsets of TDT4 data respectively
for their systems by this method. In this work, similarly, a 80h
subset of TDT4 data which best matches the closed-captions (CC
match) was obtained by allowing very small differences between
the recognised transcripts and the closed-captions. For compari-
son, we also produced three 115h subsets of TDT4 data. The first
set contained the 115h segments which best matches the closed-
captions. The second set contained segments which match the



closed-captions least well (CC mismatch) and the final set was ob-
tained by random selection.

We also investigated data filtering based on confidence mea-
sure (CM). In this approach, the confidence score of a word was
obtained from the word posterior probability in the confusion net-
work [1]. The sentence confidence (per frame) for each segment
was then calculated by averaging the word confidences. Finally, a
threshold was set to remove the segments with low sentence con-
fidence. Using this approach, 213h TDT4 data were retained.

3.4. Acoustic model training

Our system used tied-state cross-word triphone HMMs that were
constructed by decision tree clustering. There were about 7000
tied states in total and each state contained 16 Gaussian mixture
components. Each frame of input speech was represented by a
52 dimensional feature vector that included 13 MF-PLP cepstral
parameters (including C0) and their 1st, 2nd and 3rd order deriva-
tives. Cepstral mean normalisation (CMN) was applied on each
speech segment. A HLDA transform was also used to project each
feature vector down to 39 dimensions.

Discriminative training using MMI or MPE criteria were done
in a lattice-based framework [8] [12]. The training data was first
re-recognised to generate word lattices. This was done by a sin-
gle pass decoder using a ML model and an appropriate heavily
pruned bigram LM. For bnac data, the pruned bigram LM was
trained on the accurate bnac transcriptions. For the TDT2 and
TDT4 data, the pruned bigrams of our previously described bi-
ased LMs were used. The generated word lattices, as well as the
“correct” transcriptions of the training data, were then aligned to
find the phone model boundaries with the appropriate model set
and produced denominator and numerator model-marked lattices.
Suitable statistics were calculated from the lattices so that the same
re-estimation formulae of the Extended Baum-Welch (EBW) al-
gorithm could be used to give the parameter updates. I-smoothing
[8], which smoothes between the discriminative and the ML esti-
mates, was also applied for both MMI and MPE training to im-
prove the generalisation of the discriminative trained models. A
MAP-style adaptation method for MPE training (MPE-MAP) [9]
was used to adapt the gender independent MPE models to gender
dependent MPE-MAP models. Bandwidth specific models were
trained on the data using either wideband analysis or narrow-band
analysis (125-3750Hz).

4. EXPERIMENTS

4.1. Test platforms

Two systems were used for testing. The first one was a single pass
decoding system without adaptation. It used a trigram language
model and GI acoustic model for decoding. The other system, the
P1-P2 system, used the P1 and P2 architecture of CU-HTK 2003
10xRT system [2]. Adaptation was applied to the GD MPE-MAP
models in the P2 of the system and final transcriptions were ob-
tained from the alignments of the confusion network outputs. Both
systems were bandwidth dependent and ran in a total of∼5xRT.
The dictionary and language models used for testing were taken
from the CU-HTK 2003 10xRT system.

4.2. Experimental results of different training data set

Table 1 gives the unadapted single pass decoding results for dif-
ferent training data sets. For simplicity, only wideband models
were constructed for each training data set. All decoding of the
narrow-band data were done using the narrow-band models which
only trained on the 143h bnac data with narrow-band analysis.
From the table, it is observed that compared to using 143h bnac
data with accurate transcriptions, using 370h automatically recog-
nised TDT2 data alone achieved comparable performances for ML
model and better performances for MMI and MPE models. By
adding these TDT2 data to the bnac data, WER reductions were
obtained. Further adding 50h of narrow-band classified TDT2 data
(using wideband analysis) harmed the models. The TDT4 data
was more useful than the TDT2 data. More gains were obtained
by using TDT4 data as the extra data, even though the amounts
of TDT4 data was smaller than TDT2 data. This means that us-
ing training data which is close to the time period of the test set
can give larger improvements. Further adding the TDT2 data to
bnac+TDT4 data gave no improvement for ML and only small im-
provements for MMI and MPE. For the same training set, MPE
always outperforms MMI. This means that MPE is a better dis-
criminative training technique than MMI for both supervised and
lightly supervised training. Compared with using bnac data alone,
using TDT data together with bnac data obtained greater WER re-
ductions by discriminative training (for both MMI and MPE). This
is because discriminative training can better exploit large amounts
of training data than ML.

Training data set ML MMI MPE
bnac (143h) 17.9 15.5 15.3
370h wb TDT2 17.7 15.0 14.9
bnac+370h wb TDT2 17.4 14.5 14.2
bnac+420h TDT2 17.4 14.7 14.4
bnac+230h TDT4 16.8 14.4 13.8
bnac+370h wb TDT2 16.8 14.1 13.6
+230h TDT4

(a)

Training data set ML MMI MPE
bnac (143h) 15.9 14.4 13.8
370h wb TDT2 16.1 13.9 13.7
bnac+370h wb TDT2 15.5 13.4 13.0
bnac+420h TDT2 15.8 13.4 13.1
bnac+230h TDT4 15.1 13.3 12.5
bnac+370h wb TDT2 15.1 12.9 12.4
+230h TDT4

(b)

Table 1. %WER on (a)dev03 and (b)eval03 for different
training data sets. GI unadapted single pass decoding system.

Table 2 gives WER on the test sets using the∼5xRT P1-P2
system. From the table, we can see that there was much greater
WER reduction for P1 (GI, unadapted, tight beam-widths) than
for P2. It seems that some of the gains by using TDT data were di-
minished after applying adaptation. The best results were obtained
from the training set that uses all the data (bnac, TDT2, TDT4),
where 1.1% and 0.9% absolute WER reductions were achieved in
the P2 output for thedev03 andeval03 test sets respectively.
These results were even slightly better than the full 10xRT CU-



HTK 2003 system used in the RT-03 evaluation (which gave 11.6%
and 10.7% WER on thedev03 andeval03 test sets respectively
[5]).

dev03 eval03
Training data set P1 P2 P1 P2
bnac (143h) 16.2 12.5 14.8 11.5
370h wb TDT2 15.8 12.3 14.7 11.8
bnac+370h wb TDT2 15.1 11.9 14.0 11.3
bnac+420h TDT2 15.5 12.0 14.2 11.4
bnac+230h TDT4 14.5 11.8 13.6 10.9
bnac+370h wb TDT2 14.5 11.4 13.3 10.6
+230h TDT4

Table 2. %WER ondev03 andeval03 for different training
data sets.P1-P2 system.

4.3. Experimental results of data selection

Table 3 compares different methods of filtering the recognised
transcripts. It can be seen that closed-caption filtering was not use-
ful for data selection. Compare with the unfiltered case (bnac+230h
TDT4), closed-caption filtering removed large amounts of TDT4
data (80h TDT4 data remained) and the resulting MPE model ob-
tained less gain from using TDT4 data. Moreover, from the results
of the three different bnac+115h TDT4 data sets, it seems that
choosing data based on the best match with the closed-captions
doesn’t outperform random selection or even selection based on
the poorest match with the closed-captions for both ML and MPE
training. The sentence based confidence measure (CM) filtering
removed only small amounts of TDT4 data with low confidence,
the corresponding models gave comparable performance to the un-
filtered models for both ML and MPE. Therefore, we believe that
using all or most of the recognised transcripts is the best for MPE
in lightly supervised training.

Training data set ML MPE
bnac (143h) 17.8 15.0
bnac+80h TDT4 CC match 17.0 14.4
bnac+115h TDT4 CC match 16.9 14.2
bnac+115h TDT4 CC mismatch 17.1 14.3
bnac+115h TDT4 random 16.9 14.3
bnac+213h TDT4 CM 16.7 13.9
bnac+230h TDT4 16.8 13.8

(a)

Training data set ML MPE
bnac (143h) 15.6 13.5
bnac+80h TDT4 CC match 15.1 12.9
bnac+115h TDT4 CC match 15.0 12.9
bnac+115h TDT4 CC mismatch 15.2 13.0
bnac+115h TDT4 random 15.2 12.8
bnac+213h TDT4 CM 15.0 12.5
bnac+230h TDT4 15.1 12.5

(b)

Table 3. %WER on (a)dev03 and (b)eval03 for different data
selection schemes. GI unadapted single pass decoding system.

5. CONCLUSIONS

This paper has investigated the use of automatically recognised
transcripts for MMI and MPE discriminative training to improve
the English broadcast news transcription. In particular, these tran-
scripts were recognised by a reasonably fast (∼ 5xRT) state-of-the-
art transcription system, with supervision provided by language
models biased to the closed captions. The experimental results
have shown that reductions in word error rate can be achieved by
using these transcripts for acoustic model training. Furthermore,
we have also investigated training data selection by closed-caption
filtering and sentence based confidence measure filtering. The ex-
perimental results have suggested that these data filtering schemes
don’t appear useful for improving accuracy for MPE.
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