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Abstract
This paper addresses the problem of obtaining complete, very detailed reconstructions of shiny objects such as
glazed ceramics. We present an algorithm which uses silhouettes of the object, as well as images obtained under
changing illumination conditions. In contrast with previous photometric stereo techniques, ours is not limited
to a single viewpoint but produces accurate reconstructions in full 3D. A number of images of the object are
obtained from multiple viewpoints, under varying lighting conditions. Starting from the silhouettes, the algorithm
recovers camera motion and constructs the object's visual hull. This is then used to recover the illumination and
initialise a multi-view photometric stereo scheme to obtain a closed surface reconstruction. The algorithm has been
implemented as a practical model acquisition system. Here, we present anumber of complete reconstructions of
challenging real objects.

1. Introduction

Digital archiving of 3D objects is a key area of interest in
cultural heritage preservation. While laser range scanning
is one of the most popular techniques, it has a number of
drawbacks, namely the need for specialised, expensive hard-
ware and also the requirement of exclusive access to an ob-
ject for signi�cant periods of time. Also, for a large class
of shiny objects such as porcelain or glazed ceramics, 3D
scanning with lasers is challenging [Lev02]. Recovering 3D
shape from photographic images is an ef�cient, cost effec-
tive way to generate accurate 3D scans of objects.

Several solutions have been proposed for this long stud-
ied problem. When the object is well textured its shape can
be obtained by densely matching pixel locations across mul-
tiple images and triangulating [HS04], however the results
typically exhibit high frequency noise. Alternatively, photo-
metric stereo is a well established technique which uses the
shading cue and can provide very detailed, but partial 2.5D
reconstructions.

In this paper we propose an elegant and practical method
for acquiring acompleteand accurate3D model from a
number of images taken around the object, captured un-
der changing light conditions (see Fig.1). The changing
(but otherwise unknown) illumination conditions uncover

Figure 1: Acquisition Setup.The object is rotated on a
turntable in front of a camera and a point light-source.
A sequence of images are captured while the light-source
changes position between consecutive frames. No knowledge
of the camera or light-source positions is assumed.

the �ne geometric detail of the object surface which is ob-
tained by a generalised photometric stereo scheme.

The object's re�ectance is assumed to follow Lambert's
law, i.e.points on the surface keep their appearance constant
irrespective of viewpoint. The method can however toler-
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ate isolated specular highlights, typically observed in glazed
surfaces such as porcelain. We also assume that a single dis-
tant light-source illuminates the object and that it can be
changed arbitrarily between image captures. Finally, it is as-
sumed that the object can be segmented from the background
and silhouettes extracted automatically.

Shape recovery from images is a well established task
with two families of techniques offering the most accurate
results, multi-view stereo (e.g. [KZ02, FK98, HS04]) and
photometric stereo [Woo80]. While correspondence based
multi-view stereo techniques offer detailed full 3D recon-
structions, they rely on richly textured objects to obtain cor-
respondences between locations in multiple images which
are triangulated to obtain shape. As a result these methods
are not directly applicable to the class of objects we are con-
sidering due to the lack of detectable surface features. On
the other hand, photometric stereo works by observing the
changes in image intensity of points on the object surface as
illumination varies. These changes reveal the local surface
orientations at those points that, when integrated, provide
the 3D shape. Because photometric stereo performs integra-
tion to recover depth, much less regularisation is needed and
results are generally more detailed. However, the simplest
way to collect intensities of thesamepoint of the surface
in multiple images is if the camera viewpoint is held con-
stant, in which case every pixel always corresponds to the
same point of the surface. This is a major limiting factor
of the method because it does not allow the recovery of the
full 3D geometry of a complex many-sided object such as
a piece of sculpture. Due to this limitation existing photo-
metric stereo techniques have so far only been able to ex-
tract depth-maps (e.g. [THS04]) with the notable recent ex-
ceptions of [ZCHS03,LHYK05], where the authors present
techniques for recovering 2.5D reconstructions from multi-
ple viewpoints. The full reconstruction of multi-sided ob-
jects is however still not possible by these methods. In pre-
vious work [VHC06], we have presented an algorithm that
enables the reconstruction of un-textured single-albedo ob-
jects. In this work, we extend that algorithm to the general
case of multiple albedo objects.

2. Algorithm

In this paper a different solution is sought by exploiting
the powerful silhouette cue. We modify classic photomet-
ric stereo and cast it in a multi-view framework where the
camera is allowed to circumnavigate the object and illumi-
nation is allowed to vary. Firstly, the object's silhouettes are
used to recover camera motion using the technique presented
in [MWC01], and via a novel robust estimation scheme they
allow us to accurately estimate the light directions and inten-
sities in every image.

Secondly, the object surface, which is parameterised by
a mesh and initialised from the visual hull, is evolved until
its predicted appearance matches the captured images. These
two phases are then repeated until the mesh converges to the

true surface. The advantages of our approach are the follow-
ing:

� It is fully uncalibrated: no light or camera pose calibration
object needs to be present in the scene. Both camera pose
and illumination are estimated from the object's silhou-
ettes.

� The full 3D geometry of a complex, shiny, textureless
multi-albedo object is accurately recovered, something
not previously possible by any other method.

� It is practical and ef�cient as evidenced by our simple ac-
quisition setup.

2.1. Robust estimation of light-sources from the visual
hull

For an image of a lambertian object with varying albedo, un-
der a single distant light source, each surface point projects
to a point of intensity given by:

i = l lTn; (1)

wherel is a 3D vector directed towards the light-source and
scaled by the light-source intensity,n is the surface unit nor-
mal at the object location andl is the albedo at that loca-
tion. Equation (1) provides a single constraint on the three
coordinates of the productl l. Then, given three points with
an unknown butequalalbedol , their normals, and the cor-
responding three image intensities, we can construct three
such equations that can uniquely determinel l. For multiple
images, these same three points can provide the light direc-
tions and intensities in each image up to a global unknown
scale factorl . The problem is then how to obtain three such
points.

Our approach is to use the silhouette cue. The observation
on which this is based is the following: When the images
have been calibrated for camera motion, the object's silhou-
ettes allow the construction of thevisual hull[Lau94], which
is de�ned as the maximal volume that projects inside the sil-
houettes. A fundamental property of the visual hull is that
its surface coincides with the real surface of the object along
a set of 3D curves, one for each silhouette, known ascon-
tour generators[CG99]. Furthermore, for all points on those
curves, the surface orientation of the visual hull surface is
equal to the orientation of the object surface. Therefore if
we could detect points on the visual hull that belong to con-
tour generators and have equal albedo, we could use their
surface normal directions and projected intensities to esti-
mate lighting. Unfortunately contour generator points with
equal albedo cannot be directly identi�ed within the set of
all points of the visual hull. Light estimation however can
be viewed as robust model �tting where the inliers are the
contour generator points of equal albedo and the outliers are
the rest of the visual hull points. One can expect that the
outliers do not generate consensus in favour of any partic-
ular illumination model while the inliers do so in favour of
the correct model. This observation motivates us to use a
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robustRANSAC scheme [FB81] to separate inliers from out-
liers and estimate illumination direction and intensity. The
scheme can be summarised as follows:

1. Pick three points on the visual hull and from their image
intensities and normals estimate an illumination hypoth-
esis.

2. All points of the visual hull vote for the illumination hy-
pothesisif their predicted image intensities are within a
threshold of the observed image intensities.

3. Repeat 1 and 2 a set number of times always keeping the
illumination hypothesis with the largest number of votes.

2.2. Multi-view photometric stereo

Having estimated the distant light-source directions and in-
tensities for each image our goal is to �nd a closed 3D sur-
face that is photometrically consistent with the images and
the estimated illumination,i.e. its predicted appearance by
the lambertian model and the estimated illumination matches
the images captured. To achieve this use an optimisation ap-
proach where a cost function penalising the discrepancy be-
tween images and predicted appearance is minimised.

Our algorithm optimises a surfaceSthat is represented as
a mesh with verticesx1 : : :xM , triangular facesf = 1: : :F
and corresponding albedol 1; : : : ; l F . We denote bynf and
Af the mesh normal and the surface area at facef . Also let
i f ;k be the intensity of facef on imagek and let the setV f
be the set of images (subset off 1; : : : ;Kg) from which face
f is visible. The light direction and intensity of thek-th im-
age will be denoted bylk . We use a scheme similar to the
ones used in [JCYS04,VHC06] where the authors introduce
a decoupling between the mesh normals, which depend on
x1 : : :xM , and the direction vectors used in the Lambertian
model equation which become a set of independent variables
v1 : : :vF which we callphotometric normals. The minimisa-
tion cost is then composed of two terms, where the �rst term
Em brings the mesh normals close to the photometric nor-
mals through the following equation:

Em
�
x1;:::;M ;v1;:::;F

�
=

F

å
f = 1

knf � vfk
2 Af ; (2)

and the second termEv links the photometric normals to the
observed image intensities through:

Ev
�
v1;:::;F; l 1;:::;F ;x1;:::;M

�
=

F

å
f = 1

å
k2V f

�
lk

T l f vf � i f ;k

� 2
:

(3)

This decoupled energy function is optimised by iterating
the following two steps:

1. Vertex optimisation.The photometric normals are kept
�xed while Em is optimised with respect to the vertex lo-
cations using gradient descent.

2. Photometric normal update. The vertex locations are
kept �xed while Ev is optimised with respect to the pho-
tometric normals and albedos.

These two steps are interleaved until convergence which
takes about 20 steps for the sequences we experimented
with. Typically each integration phase takes about 100 gra-
dient descent iterations.

3. Experiments

The setup used to acquire the 3D model of the object is quite
simple (see Fig.1). It consists of a turntable, onto which
the object is mounted, a 60W halogen lamp and a digital
camera. The object rotates on the turntable and 36 images of
the object are captured by the camera while the position of
the lamp is changed. In our experiments we have used three
different light positions which means that the position of the
lamp was changed after twelve, and again after twenty-four
frames. The distant light source assumptions are satis�ed if
an object of about 15cm is placed 3-4m away from the light.

The algorithm was tested on three challenging shiny ob-
jects shown in �gures2 and3. Thirty-six 3456� 2304 im-
ages of each of the objects were captured under three dif-
ferent illuminations. The object silhouettes were extracted
by intensity thresholding and were used to estimate camera
motion and construct the visual hull. The visual hull was
then processed by the robust light estimation scheme of Sec-
tion 2.1 to recover the distance light-source directions and
intensities in each image. The photometric stereo scheme of
section2.2 was then applied. The results in �gure2 show
reconstructions of very �ne relief porcelain vases. The re-
constructed relief (especially for the vase on the right) is less
than a millimetre while their height is approximately 15-20
cm. Figure3 shows a detailed reconstruction of a Buddha
�gurine made of polished soapstone. This object is actually
textured, which implies classic stereo algorithms could be
applied. Using the camera motion information and the cap-
tured images, a state-of-the-art multi-view stereo algorithm
[HS04] was executed. The results are shown in the second
row of Figure3. It is evident that, while the low frequency
component of the geometry of the �gurine is correctly recov-
ered, the high frequency detail is noisy. The reconstructed
model appears bumpy even though the actual object is quite
smooth. Our results do not exhibit surface noise while cap-
turing very �ne details such as surface cracks.

4. Conclusion

We have demonstrated that the silhouette cue, previously
known to give camera motion information, can also be used
to extract photometric information. In particular, we have
shown how the silhouettes of a Lambertian object are suf�-
cient to recover an unknown illumination direction and in-
tensity in every image. Apart from the theoretical impor-
tance of this fact, it also has a practical signi�cance for a
variety of techniques which assume a pre-calibrated light-
source and which could use the silhouettes for this purpose,
thus eliminating the need for special calibration objects and
the time consuming manual calibration process.
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Figure 2: Reconstructing porcelain vases.Top: sample of
input images. Bottom: proposed method. The resulting sur-
face captures all the �ne details present in the images, even
in the presence of strong highlights.

This paper has presented a novel reconstruction technique
using silhouettes and the cue of photometric stereo to re-
construct Lambertian objects in the presence of highlights.
The main contribution of the paper is a robust, fully self-
calibrating, ef�cient setup for the reconstruction of such ob-
jects, which allows the recovery of a detailed 3D model
viewable from 360 degrees.
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