
GENERAL QUERY EXPANSION TECHNIQUES
FOR SPOKEN DOCUMENT RETRIEVAL

Pierre Jourlin†, Sue E. Johnson‡, Karen Sp̈arck Jones† and Philip C. Woodland‡

†Cambridge University Computer Laboratory ‡Cambridge University Engineering Department
Pembroke Street, Cambridge, CB2 3QG, UK. Trumpington Street, Cambridge CB2 1PZ, UK.
Email: {pj207,ksj }@cl.cam.ac.uk {sej28,pcw }@eng.cam.ac.uk

ABSTRACT

This paper presents some developments in query ex-
pansion and document representation of our Spoken
Document Retrieval (SDR) system since the 1998 Text
REtrieval Conference (TREC-7).

We have shown that a modification of the docu-
ment representation combining several techniques for
query expansion can improve Average Precision by
17% relative to a system similar to that which we pre-
sented at TREC-7 [1]. These new experiments have
also confirmed that the degradation of Average Preci-
sion due to a Word Error Rate (WER) of25% is rela-
tively small (around 2% relative). We hope to repeat
these experiments when larger document collections
become available to evaluate the scalability of these
techniques.

1. INTRODUCTION

Accessing information in spoken audio encompasses
a wide range of problems, in which spoken document
retrieval has an important place. A set of spoken doc-
uments constitutes the file for retrieval, to which the
user addresses arequestexpressing aninformation
needin natural language.

This original sequence of words is transformed by
the system into a set ofquery termswhich are used
to retrieve documents which may or may not meet the
user’s information need. A good SDR system retrieves
as manyrelevantdocuments as possible whilst keep-
ing the number ofnon-relevantretrieved documents to
a minimum. For this work we take text-based queries
and use an Automatic Speech Recognition (ASR) sys-
tem to produce word-based transcriptions for the doc-
uments.

Following earlier scattered studies, the TREC-7
SDR evaluation provided further support for the claim
that conventional Information Retrieval (IR) methods
are applicable to automatically transcribed documents.
Our retrieval system was run on 7 different sets of
automatically transcribed broadcast news texts with a
WER varying from24.8% to 66.2%. The correspond-
ing range of Average Precision was45% to 35% [1].

This work is in part supported by an EPSRC grant on Multime-
dia Document Retrieval reference GR/L49611.

The difference in Average Precision between the
best ASR-based system and the manual reference tran-
scriptions was only5% relative for our retrieval en-
gine. Therefore we concluded that improving IR per-
formance would probably be more profitable than im-
proving ASR performance. We have therefore fo-
cussed our research on general IR techniques, such as
query expansion, implemented within the Probabilistic
Retrieval Model (PRM) [2].

The formal framework for this research is presented
in sections2 and3, with the experimental procedure
and system description in section4. Results are given
in section5 and conclusions are drawn in section6.

2. A BRIEF DESCRIPTION OF THE PRM

The PRM framework [2] is not too prescriptive on doc-
ument representation. Here we address the relation be-
tween the notion of query and document indexterms
and the more ordinary notion ofwords. In section3,
we show how more complex relations can be estab-
lished to enrich the document representation.

The PRM is based on the idea that documents are
ranked by the retrieval engine in order of decreasing
estimated probability of relevancePQ(R|D).1 The
relevanceR is taken to be a basic, binary criterion
variable. D is a random variable taking values in the
document universeΩD.

For a given document collection,ΩD is a set of pos-
sible events, each event corresponding to the occur-
rence of a particular document and document repre-
sentation. The queryQ is used in the creation of the
document representation and therefore is necessary to
defineΩD.

Suppose, for the moment, that the query terms are
just plain words. By assuming all query words are
independent, a document event might be represented
as the set of couples(w,wf (w, d)) for all query
wordsw, where the word frequencywf (w, d) is the
number of occurrences ofw in documentd. By way
of illustration, a small but complete retrieval example
could be given by :

1To estimatePQ(R|D), additional information outside the doc-
ument universe, such as the document length, may be used.
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Query : “information retrieval”
1st doc. : “information retrieval is no easy task”
2nd doc. : “speech is an information rich medium”

e1 = {(information, 1), (retrieval, 1)}
e2 = {(information, 1), (retrieval, 0)}

ΩD = {e1, e2}
ΩR = {yes, no}

P (R = yes|D = e1) > P (R = yes|D = e2)

The original query word frequencies within a doc-
ument therefore provide basic predictors of relevance.
However, we should bear in mind that the query words
are derived from the user’s originalrequest, which in
turn conveys a need which could have been expressed
differently. In addition, as queries are just word sets,
the same set could have been extracted from different
text requests. In the next section we review various
ways of modifying the document universe: some are
well established, others less so, but we believe they
are worthy of further study. More specifically, we in-
troducesemantic posetsas an appropriate characteri-
sation for particular forms of modification.

3. MODIFICATIONS OF THE DOCUMENT
UNIVERSE

3.1. Compound Words

Context can change themeaningof words dramati-
cally. One method of taking context into account is
to treat a given sequence of words as an irreducible
atomic semantic unit. The atomic terms in this ap-
proach are either individual words or multi-word se-
quences that are treated as explicit and undecompos-
able. Some proper names (e.g. New York) may be
such compound words.

The compound word vocabularyΦ can then be
added to the single-word vocabulary (extracted from
the document collection) to give the new atomic term
vocabularyV .

Both the original queries and documents are seg-
mented so that the longest possible sequence of words
in V is always preferred. For example, supposeΦ con-
sists of the sequencesnew-york-city andnew-york,
then the sentence “New York City is in the state of
New York but York is in the county of North York-
shire” produces “new-york-city is in the state ofnew-
york butyork is in the county of north yorkshire”2.

A new document universe is now defined in a sim-
ilar way as before, but with the notions ofword and
word frequencyreplaced by those ofatomic termat ∈
Q′ andatomic term frequencyatf (at , d), whereQ′ is
the query formed fromV .

These new atomic terms should act as better rele-
vance predictors. For example, a document aboutNew

2as opposed to “newyork city ...”

York is not likely to be relevant to a query aboutYork
and vice versa.

Such compound words should only be used when
there are no alternative ways of expressing the same
concept using some or all of the constituent words.
Thusinformation retrievalshould not be a compound
word as we may have the alternativeretrieval of infor-
mationor simplyretrievalalone.

3.2. Removing Stop Words

Non-content words (e.g. the, at, with, do, ...) are gen-
erally of no retrieval value [3]. Most IR systems define
a setS of thesestop wordsand remove them from both
the queries and the documents.

The new document universe is defined with a set of
query atomic termsat ∈ (Q′′ = Q′−S) and an atomic
term frequency function :

atf (at , d) =

{

0 ∀at ∈ S
number of occurrences ofat in d ∀at 6∈ S

3.3. Stemming

Stemming [4] allows the system to consider the
words with a (real or assumed) common root as
a unique semantic class. For an atomic termat i,
a corresponding set of atomic termsst(at i) exists
which share the same stem (e.g.st(trains) =
{train, trainer, trained, training, trains...}).

We define aterm t as a set ofatomic terms. The
term frequencytf (t, d) is then defined as :

tf (t, d) =
∑

at∈t

atf (at , d)

The corresponding events making up the document
universe are therefore defined as :

ei =
⋃

at∈Q′′
{(st(at), tf (st(at), di))}

An example at this stage would look like :

Query : “Trains in New York”
1st doc. : “There is a train in New York”
2nd doc. : “The trainer is training in New York”
st(trains) = {trainer, train, training}
st(new-york) = {new-york}

e1 = {(st(trains), 1), (st(new-york), 1)}
e2 = {(st(trains), 2), (st(new-york), 1)}

P (R = yes|D = e1) < P (R = yes|D = e2)

3.4. Semantic Posets

It is also possible to use a list of equivalence classes
of terms to allow more complex associations. We as-
sume that the user’s original query words refer to se-
mantic units rather than just words. Therefore, words
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which share the same meaning should be considered
as equivalent. A simple equivalence list can be used to
process synonyms in a similar way to how the stem-
ming procedure deals with the different forms of indi-
vidual words.

In addition, we can also assume that if the user is
interested in a general semantic entity, then s/he is also
interested in more specific entities which are seen as
part of it.

For instance, the wordEurope may refer to the
class containing the names of all European countries,
regions and cities, whilst the wordEngland only
refers to the class containing the English county and
city names.

Several attempts to deal with this particular kind of
semantic structure have been described in the litera-
ture (e.g. [5, 6]). However, the corresponding exper-
iments have shown very little improvement in IR per-
formance.

We find it convenient to represent this behaviour
of term classes by considering a semantic Partially
Ordered Set (poset) [7] which contains themeaning
M(at i) of each atomic termat i.

The equivalence relation for posetP , =P , could be
taken from a synonym thesaurus and the strict partial
ordering<P relation from a hyponym thesaurus. An
atomic termat is considered more specific thanat ′ if
M(at) ≤P M(at ′). The two thesauri are kept consis-
tent by ensuring the properties of posets are not bro-
ken.

We define the functionsempos which assigns the
set of equivalent or more specific atomic terms to a
given atomic termat :

sempos(at) =
⋃

at′:M(at′)∈P

{at ′} : M(at ′) ≤P M(at)

The document universe is then defined from the
events :

ei =
⋃

at∈Q′′

{(st(sempos(at)), tf (st(sempos(at)), di))}

Figure 1 shows an example of a poset represent-
ing geographic locations and sub-locations using a tree
structure to show the partial ordering relation.

M(WORLD)

M(AFRICA)

M(ALGERIA)
=

M(WESTERN-SAMOA)

M(SAMOA-I-SISIFO)

M(OCEANIA)

a b

M(ALGIERS) sempos(AFRICA)

:  b <   aP

Figure 1:Example of Geographic Semantic Poset

3.5. Blind Relevance Feedback

Some words which do not appear in the query may still
act as good predictors of relevance. However, such
words may be difficult to find from individual query
terms.

As is well known, some information about the rel-
evance of the documents could be used to identify
words that are good relevance predictors. This infor-
mation can be used to reweight existing query words
or add new ones.

It is also possible just to assume that the highest
ranked documents in an initial search are relevant.
Such Blind Relevance Feedback (BRF) adds the top
T terms drawn from the topB retrieved documents,
where the topT are defined by their Offer Weight3 as
described in [2]. This set of termsbrf (ΩD) is added
to the previous document universe, thus producing the
new document universe, defined from the events :

e′i = brf (ΩD) ∪ ei

wheree′i is the new event related to documentdi and
created from the previous eventei and document uni-
verseΩD. We may also add terms taken from the doc-
ument universe of a parallel corpus which is denoted
Parallel Blind Relevance Feedback (PBRF).

4. EXPERIMENTS

4.1. Data

The experiments reported here use the TREC-7 SDR
test data. For this evaluation, the audio documents
came from American broadcast radio and TV news
programs which had been manually divided into is
separate news stories. The text requests were ex-
pressed in natural language text, such as “Where are
communists and communist organizations active in the
world today?”. The participating teams had to tran-
scribe the audio automatically and run an IR engine on
this transcription to provide a ranked list of matching,
i.e. potentially relevant, documents.

Human relevance assessments were used to evalu-
ate the ranked list and determine performance using
standard measures based on Precision and Recall.

There are two main considerations when describing
the data for SDR. Firstly the audio data used for tran-
scription, and secondly the request/relevance set used
during retrieval. Table1 describes the main properties
of the former, while Table2 describes the latter.

4.2. Transcription System

The transcription of spoken documents was done using
part of our HTK broadcast news transcription system
[8].

The input data is presented to the system as com-
plete episodes of broadcast news shows and these are

3a particular formula is given in section4.3.4
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Nominal Length of Audio 100 hours
Number of Documents 2866
Number of Different Shows 8
Approx. Number of Words 770,000
Average Document length 269 words

Table 1:Description of data used

Number of Requests 23
Average Length of Request 14.7 words
Number of Relevant Docs (NRD) 390
Average NRD per Request 17.0 docs

Table 2:Description of request and relevance sets used

first converted to a set of segments for further pro-
cessing [9]. The segmentation uses Gaussian mixture
models to divide the audio into narrow and wide-band
and also to discard parts of the audio stream that con-
tain no speech (typically pure music). The output of
a phone recogniser is used to determine the final seg-
ments which are intended to be acoustically homoge-
neous.

Each frame of input speech to be transcribed is rep-
resented by a 39 dimensional feature vector that con-
sists of 13 (includingc0) cepstral parameters and their
first and second differentials. Cepstral mean normali-
sation is applied over a segment.

Our system uses the LIMSI 1993 WSJ pronuncia-
tion dictionary augmented by pronunciations from a
TTS system and hand generated corrections. Cross-
word context dependent decision tree state clustered
mixture Gaussian HMMs are used with a 65k word vo-
cabulary. The full HTK system [8] operates in multiple
passes and uses complex language models via lattice
rescoring and quinphone HMMs. This system gave a
word error rate of 16.2% in the 1997 DARPA Hub4
broadcast news evaluation.

The TREC-7 HTK SDR system uses the first two
passes in a modified form for reduced computational
requirement. The first pass uses gender indepen-
dent, bandwidth dependent cross-word triphone mod-
els with a trigram language model to produce an initial
transcription. The output of the first pass is used along
with a top-down covariance-based segment clustering
algorithm [10] to group segments within each show to
perform unsupervised test-set adaptation using maxi-
mum likelihood linear regression-based model adap-
tation.

A second recognition pass through the data is then
performed using a bigram language model to gen-
erate word lattices using adapted gender and band-
width specific HMMs. These bigram lattices are ex-
panded using a 4-gram language model and the best
path through these lattices gives the final output. This
system runs in about 50 times real-time on a Sun Ul-

tra2 and achieves an error rate of 17.4% on the 1997
Hub4 evaluation data. It should be noted that the er-
ror rates on Hub4 data and TREC data are not strictly
comparable in part due to the differences in quality of
the reference transcriptions.

The HMMs used in TREC-7 were trained on 70
hours of acoustic data and the language model was
trained on manually transcribed broadcast news span-
ning the period of 1992 to May 1997 supplied by the
LDC and Primary Source Media (about 152 million
words in total). The language model training texts also
included the acoustic training data (about 700k words)
and 22 million words of text from the Los Angeles
Times and Washington Post covering the span of the
evaluation period (June 1997 to April 1998 inclusive).

Using all these sources a 65k wordlist was chosen
from the combined word frequency list while ensur-
ing that a manageable number of new pronunciations
had to be created. The final wordlist had an out-of-
vocabulary rate of 0.3% on the TREC-7 data. The
overall system gave a WER of 24.8% which corre-
sponded to a Processed Term Error Rate [11] (which
more closely represents the error rate as seen by the
retriever) of 32.1%.

4.3. Retrieval Systems

4.3.1. Baseline System (BL)

Our current SDR Baseline System, BL, uses most of
the strategies applied in our TREC-7 SDR evaluation
system.

The list of compound words was generated for
geographical names taken from a travel web server
(for example:New-York , New-Mexico , Great-
Britain ). The compound name processing de-
scribed in section3.1was then applied.

Stopping as described in section3.2 was then ap-
plied using a list of 400 stop words. Finally, stem-
ming as described in section3.3was implemented us-
ing Porter’s algorithm [4], along with an extra stage
to correct possible incorrect spellings in the transcrip-
tions. These devices arequery independentand there-
fore were implemented as a text pre-processing phase
on the queries and documents.

The index file was then generated. It contains the
number of documents in the collectionN , the length of
each document,dl(dj), the number of documents con-
taining each term,n(ti), and the number of times the
term occurs in the given document (term frequency),
tf (ti, dj).

The document representation which was described
in the preceding sections, together with a score [2],
specifies how to generate a final ranking of documents
from a given document universe. For each document,
dj , a score is generated for each query by summing
the combined weights,cw(ti, dj) for each termti pro-
duced from the following formulae:
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cw(ti, dj) = pos(ti)×
(log N − log n(ti)).tf (ti, dj).(K + 1)

K.(1− b + b.ndl(dj)) + tf (ti, dj)

n(ti) =
∑

di∈D

{

0 tf (ti, di) = 0
1 tf (ti, di) > 0

dl(dj) =
∑

w∈V

tf (w, dj)

ndl(dj) =
dl(dj) ·N

∑

d∈D dl(d)

whereV is the term vocabulary for the whole doc-
ument collectionD; K and b are tuning constants
and pos(ti) the part-of-speech [12] weight of term
ti. A ranked list of documents is thus produced for
each query by sorting the returned match scores in de-
scending order. The POS weights were those used
in the Cambridge TREC-7 SDR evaluation system:

Proper Noun 1.2
Common Noun 1.1
Adjective & Adverbs 1.0
Verbs and the rest 0.9

4.3.2. Adding Geographic Semantic Posets (GP)

Location information is very common in requests
in the broadcast news domain. Our first extension
implements the expansion of geographic names
occurring in the original query of the BL system into
the list of their components, e.g :

US → Arizona, . . ., Wisconsin, . . .
Atlanta, . . ., Washington-D.C., . . .

We manually built a semantic poset containing 484
names of continents, countries, states and major
cities, extracted from a travel web server. The poset
is represented by a semantic tree whose nodes are
location names and edges are thecontainsrelation.
The process of using posets, described in section3.4
is applied, creating a new index term for each
sempos(at), with at ∈ Q′′.

4.3.3. Adding WordNet Hyponyms Posets (WP)

The previous approach can be generalised to every
kind of term, provided that they only have one pos-
sible sense in the document file. We obtained a list of
unambiguous nouns from WordNet 1.6 [13] and then,
assuming that these words are actually unambiguous
in the file and also in the query, generated the corre-
sponding noun hyponym trees (is-a relation. For in-
stance, the query termdiseaseis expanded intoflu and
malariabut words likeair (e.g. gas or aviation or man-
ner) are ignored in this expansion process as they have
more than one sense. In these experiments we do not
consider WordNet compound words, their proper han-
dling being much more complicated than in the geo-
graphic names domain.

4.3.4. Adding Parallel Blind Relevance Feedback
(PBRF)

We assembled a parallel corpus of 18628 documents
from a manually transcribed broadcast news collec-
tion covering January to May 97, thus not overlapping
the TREC-7 collection recording time4. Parallel Blind
Relevance Feedback, as described in section3.5 was
then applied on this document collection.

The five terms which obtain the highest Offer
Weight were appended to the query. The Offer Weight
of a termti is :

ow(ti) = r · log
(r + 0.5)(N − n−B + r + 0.5)

(n− r + 0.5)(B − r + 0.5)

whereB is the number of top document which are as-
sumed relevant,r the number of assumed relevant doc-
uments in which at least oneat ∈ ti occurs,n the total
number of documents in which at least oneat ∈ ti oc-
curs andN the total number of documents. For these
experiments we usedB = 15. The terms added to the
query were then given a weighting equal to their Offer
Weight in a similar way to the part-of-speech weight-
ing described in section4.3.1.

4.3.5. Adding Blind Relevance Feedback (BRF)

The BRF process was also applied to the actual TREC-
7 corpus. This time, only one term was added from the
top five documents that were retrieved for each PBRF
expanded query.

5. RESULTS

The five systems described in section4.3 were evalu-
ated on the TREC-7 SDR test data. An illustration of
the complete expansion process is given in Table3.

what diseases are frequent in Britain ?
BL disease frequent Britain
+GP disease frequent{Britain, UK, ..., Cambridge}
+WP {disease, flu, ..., malaria} frequent

{Britain, UK, ..., Cambridge}
+PBRF + cold Blair rheumatism queen
+BRF + endemic

Table 3:Illustration of the query expansion process

The results in terms of Average Precision, and also
Precision at 5 documents retrieved, for both the man-
ual and HTK transcriptions, are given in Table4.

We can see that improving the IR system produced
a combined relative gain of 17% in Average Precision
on the automatic transcriptions (lines 1 and 5 of Ta-
ble 4). Lines 6-8 of Table4 show the results we ob-
tain when each expansion technique in turn is omitted.

4This corpus is a subset of the Primary Source Media broadcast
news transcriptions used to train the language model of our speech
recognition system.

5



Transcriptions
Manual HTK

AvP P-5 AvP P-5
1 = BL 49.11 57.39 47.30 56.52
2 = 1 + GP 51.55 60.00 49.77 58.26
3 = 2 + WP 52.33 60.00 50.75 58.26
4 = 3 + PBRF 53.59 64.35 51.73 64.35
5 = 4 + BRF 55.88 60.87 55.08 64.35
6 = 5 - PBRF 53.54 60.00 52.56 59.13
7 = 5 - WP 54.40 60.00 54.20 63.48
8 = 5 - GP 54.95 59.13 53.56 60.87

Table 4:Average Precision (AvP) and Precision at a 5
documents cut-off (P-5) on the TREC-7 test collection
(results in %)

It confirms that each expansion device is necessary to
reach the final performance of line 5 but that very good
results can be obtained by using only Blind Relevance
Feedback techniques.

It is worth noting that for each level of IR perfor-
mance, recognition errors do not affect the results by
more than4% relative and by more than2% relative
for the final system.

Assuming that the manual transcriptions place an
upper bound on performance, these experiments sug-
gest that the adaptation of IR to ASR (e.g. using word
lattices) would be less profitable than future improve-
ments in IR techniques.

6. CONCLUSION

In this paper we have confirmed that, for a small doc-
ument file, the degradation of Average Precision due
to a WER of25% is relatively small (2%). We have
shown that several devices which modify the docu-
ment representation, each improve the system perfor-
mance slightly and that the new methods based on se-
mantic posets might be successfully combined with
Blind Relevance Feedback, and are therefore worthy
of further study.

More generally, we have shown that pure informa-
tion retrieval techniques can improve Average Preci-
sion by17% relative on the TREC-7 SDR task. We
hope to repeat these experiments when larger docu-
ment collections become available, in order to evaluate
the scalability of our techniques.
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