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Abstract

An approach to recognise and segment 9 elementary ges-
tures from a video input is proposed and it can be applied to
continuous sign recognition. An isolated gesture is recog-
nised by first converting a portion of video into a motion
gradient orientation image and then classifying it into one
of the 9 gestures by a sparse Bayesian classifier. The por-
tion of video used is decided by using a sampling technique
based on CONDENSATION framework. By doing so, ges-
tures can be segmented from the video in a probabilistic
manner. Experiments show that the proposed method can
achieve accuracy around 90% in both isolated and contin-
uous gesture recognition without using special equipment
such as glove devices and the system can run in real-time.

1 Introduction

Sign language systems have structured sets of gestures
and they can provide a test bed for gesture recognition al-
gorithms. Research in sign recognition is thus useful in de-
veloping gesture-based human-computer interfaces.

Sign recognition is a complex problem, which requires
a divide-and-conquer approach. Complex sign recognition
can be considered as recognition of asequenceof elemen-
tary gestures. It is, however, usually difficult tosegment
elementary gestures from raw images (i.e. gesture spotting
problem). Apart from this problem, large inter- and intra-
personal variations in gesture result in poor performance of
isolated gesture recognition. Several attempts have been
made to recognise continuous sign or gesture using Hidden
Markov Models (HMMs), but they usually requires accu-
rate tracking and complicated classification models. Hence,
the applicability of the system is often compromised.

In this paper, an approach to segment and recognise 9
elementary gestures from an image sequence is proposed.
Isolated gesture recognition is done by exploiting motion
gradient orientation (MGO) images [3] to form motion fea-
tures and using a sparse Bayesian classifier [9] to map
the features into their corresponding gesture classes. Ges-

ture segmentation is done by evaluating each hypothesis
on location of gesture boundary under CONDENSATION
framework [5]. This paper presents two main contributions.
Firstly, the classifier for isolated gesture recognition main-
tains asparsemodel, which facilitates an efficient use of
computational resources and areal-timeperformance espe-
cially under the framework involving multiple hypotheses.
Secondly, this approach provides aprobabilistic solution
(i.e. embedding Bayesian classifiers in CONDENSATION
framework) to continuous gesture recognition and therefore
ensuresreliableperformance.

Previous work: Sign recognition problem was first tack-
led by borrowing techniques from speech recognition, e.g.
Hidden Markov Models (HMMs). HMMs (e.g. [8]) were
applied widely to sign recognition in the past decade. Af-
terwards, HMMs were modified to tackle continuous sign
recognition (e.g. [6]). Recently, the use of HMMs has been
criticised for its requirement of large training sets (e.g.[2])
and its inflexible classification model (e.g. [4]).

A few suggestions have been proposed to avoid the use
of HMMs. Derpanis et al. [4] suggested recognising el-
ementary gestures or primitive movements, which are the
most primitive components of American sign language, by
trajectory matching. They also proposed converting contin-
uous sign recognition problem into several elementary ges-
ture recognition problems, although they haven’t described
explicitly how to do it. Bowden et al. [2] adopted a simi-
lar approach where motion data was first transformed into a
linguistic feature vector (i.e. signature of an elementaryges-
ture) and explicitly tackled the continuous sign recognition
problem by using a bank of Markov chains. Their approach,
however, inherits some weaknesses of Markov models such
as inflexible classification model. In order to avoid the use
of Markov models, Shan et al. [7] suggested the use of a
trajectory-based feature and a tree-based classifier to recog-
nise 7 elementary gestures. Their work, however, relies
heavily on an accurate tracking result and haven’t tackled
the continuous gesture recognition problem explicitly. This
paper extends the above work to perform continuous gesture
recognition explicitly without using complicated classifica-
tion models and relying on accurate tracking.



2 Continuous Gesture Recognition

Problem Definition:
In [4], Derpanis et al. introduced the idea of breaking

down signs into constituent elementary gestures. They gen-
eralised a set of 14 elementary gestures and also a set of
basic hand shapes based on linguistic theory. Sign language
recognition can be therefore done by recognising the hand
shapes, the elementary gestures and the corresponding se-
quence. To simplify the problem, we will focus on contin-
uous sign recognition by analysing hand motion only (i.e.
ignoring the effect due to the change in hand shape). Under
this context, continuous gesture recognition can be broken
down into two processes: isolated gesture recognition and
temporal segmentation (or gesture spotting). This is to say,
while passing through a video stream, a segment of video
will be extracted and tested against several classification
models to determine the likelihood of existence of a certain
gesture. Once the likelihood exceeds a certain threshold,
the corresponding gesture is spotted out.

In this paper, we adopt a similar gesture decomposition
approach as Derpanis et al.’s work. Instead of having 14
elementary gestures as in their work, we have only 9 (shown
in Figure 1): (1) upward, (2) downward, (3) rightward, (4)
leftward, (5) toward signer, (6) away signer, (7) nod, (8)
supinate, and (9) pronate, by eliminating complex gestures
such as ‘Up and down’. The research problem in this paper
is to spot these nine gestures from a given video sequence
of hand motion.

Pronate

Upward Downward Rightward

Leftward Toward signer Away signer

Nod Supinate

Figure 1: The 9 elementary gestures and their MGO images.

Mathematical Formulation:
As explained previously, continuous gesture recognition

consists of isolated gesture recognition and temporal seg-
mentation. Given a video sequence,V ={I0, I1, ..., It}
whereIt is an image captured at timet, continuous gesture
recognition means obtaining the most probable sequence of
gestures (C = c1, c2, ..., cn) from the observation, V. In
other words, we aim at findingC that maximises a proba-
bilistic termP (C | V ). Since each gesture associates with a
certain set of consecutive images, we introduce a sequence
of segmentation functions,θ ={θ1, θ2,..., θn}, to mark the
gesture boundaries and each function is used to extract a
set of consecutive images,{Ik, Ik+1,..., Ik+m}, from the

video sequence,V . Using this, the probabilistic term can
then be rewritten as

∫

P (C, θ | V )dθ and can be approxi-
mately expanded as

∫
∏

i P (ci, θi | V )dθi. It can be fur-
ther approximated as

∏

i(
∫

P (ci | V, θi)P (θi | V )dθi),
and maximising this term can now be done by maximising
(1) P (ci | V, θi) which corresponds to the isolated gesture
recognition problem, and (2)P (θi | V ) which corresponds
to the temporal segmentation problem.

The isolated gesture recognitionproblem can be consid-
ered as a classification problem where a motion feature is
extracted from a portion (defined byθi) of the video se-
quence,V , and is classified into its corresponding gesture
(i.e. ci) by maximising the probabilistic termP (ci | V, θi).
Through experiments, Motion Gradient Orientation image
is chosen as the motion feature and sparse Bayesian classi-
fier is chosen as the classifier.

Thetemporal segmentationproblem involves finding the
most probable segmentation hypothesis,θi, via P (θi | V ).
The likelihood of a certain hypothesis can be evaluated us-
ing P (ci | V, θi). In order to support multiple hypotheses
on segmentation, a sampling technique based on CONDEN-
SATION framework [5] is used in this work. The overview
of the framework is illustrated in Figure 2. The implementa-
tion details of feature extraction, classification and hypothe-
ses generation will be described in next section.
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Figure 2: An overview of the framework used in this work.

3 Implementation Details

Process 1: Feature extraction
Motion gradient orientation (MGO) was proposed by

Bradski and Davis [3] to explicitlyencode changesin an im-
age introduced by motion events. Given a video sequence,
V ={I0, I1, ...,It} whereIt is an image captured at timet
(and the precise form isI(x, y, t)), a binary maskD(x, y, t)
can be obtained from image differencing and this mask can
be used to indicate regions of motion at timet.

The motion history image (MHI) can be obtained as [1]:

Hτ (x, y, t) =

{

τ if D(x, y, t) = 1
max(0,Hτ (x, y, t − 1) − 1) otherwise.

(1)



whereτ is set to 255, which is the highest intensity of a
greyscale image. The motion gradient orientation (MGO)
can then be computed as [3]:

φ(x, y) = arctan
Fy(x, y)

Fx(x, y)
(2)

where Fx(x, y) and Fy(x, y) are the spatial derivatives
along x and y direction of the MHI. After performing
normalisation (e.g.φ(x, y) is rescaled between 1 and 255),
MGO features can be obtained (illustrated in Figure 1).

Process 2: Classification
Variation in MGO features due to inter- and intra- per-

sonal variation can be huge and thus a strong classifier is
needed. In this work, a sparse Bayesian classifier (or a Rel-
evance Vector Machine (RVM) [9]), is used. RVM is used
instead of Support Vector Machine because RVM gives a
sparseclassification model and aprobabilisticoutput.

Given a training set{xn, tn}
N
n=1, the problem of learn-

ing a binary classifier can be expressed as that of learning
a functionf so that the input featurexn will map onto
their correct classification labeltn and the probability of
xn is classified as the target class (wheretn = 1) equals to
σ(yn) = 1/(1 + e−yn) whereyn = f(xn). The function
f can be written as a classification model building from
a sparse set (with sizeM � N ) of prototypes (or rele-
vance vectors). Readers may refer to [9] and our previous
work [10] for more details on the learning algorithm. In this
work, the RVM classifier is extended to handle multi-class
classification using “one-versus-others” training scheme.

Process 3: Hypotheses generation
In order to perform temporal segmentation reliably, sev-

eral segmentation hypothesesare generated at each time
frame and each hypothesis is evaluated using the likelihood
of existence of a certain gesture. The algorithm on hypothe-
ses generation and evaluation is shown in Algorithm 1.

Algorithm 1 Hypothesis Generation Framework
• Train RVM classifiers,fc(x), for each gesture,c

• Initialise a sample set,S0 = {θ
(j)
0 , γ

(j)
0 = 1

J
}J

j=1
for t = 1 to T do

for j = 1 to J do
• Obtain a sample state,θ

(j)
t−1, from a sample setSt−1

• Obtain a propagated state,θ
(j)
t based onP (θ

(j)
t | θ

(j)
t−1)

• Obtain a motion feature,x(j)
t , from the videoV usingθ

(j)
t

• Evaluate the likelihood of stateθ(j)
t using the RVMs,fc(x

(j)
t )

•Update the weight,γ(j)
t , of the state usingσ(maxc(fc(x

(j)
t )))

end for
if σ(maxc,j(fc(x

(j)
t ))) larger than thresholdthen

• Report the detected gesture and reinitialise the sample set
end if
• Normalise the weights,γ(j)

t , and then form a new sample setSt

end for

In this work, each hypothesis on segmentation,θ
(j)
t−1,

consists of 2 parameters, namely offset position and dura-
tion. Under the proposed framework1, state propagation is
done according toP (θ

(j)
t | θ

(j)
t−1), which is a normal dis-

tribution with meanθ(j)
t−1, and state evaluation is performed

usingP (c | θ
(j)
t ), where isolated gesture classification (re-

fer to Process 1 and 2) is done on video segmented byθ
(j)
t .

At the end of each iteration, likelihood of each hypothesis
is updated according to the state evaluation result and a new
sample set of hypotheses is generated as in [5]. The algo-
rithm can be implemented to support real-time application.

4 Experimental Result

The proposed method was implemented using un-
optimised C++ code and the OpenCV library. All the
experiments described were executed on a P4 2.4GHz PC
with 1G memory. Both training and testing data are video
captured under arbitrary room conditions. The video was
captured by a webcam with a resolution of320×240 pixels
at15 frames per second (fps). In each video clip, the signer
signs the elementary gestures described in Section 2. On
average, each gesture lasts around 2 seconds.

Test 1: Isolated Gesture Recognition
In this test, a training set was obtained by inviting a

signer to sign all nine gestures described in Section 2 and
a testing set was obtained by inviting 5 other signers to
sign those gestures under different capturing environment.
Gestures presented in the video clips were manually
segmented. Given the training set of size628 and using the
“one-versus-others” classification scheme, each RVM clas-
sifier maintains a sparse model with around30 relevance
vectors eventually (and at most40). The overall accuracy
on 1025 test cases is89.7%. Among these1025 test cases,
73 of them cannot be mapped into any class (i.e.7.1% of
test cases). A detailed report of this test can be found in our
previous work [10].

Test 2: Locating Transition between Gestures
In this test, a testing set was obtained by inviting a signer

to sign 17 combinations of gestures (which are shown in
Table 1). Each combination consists of 2 gestures and
contributes to 30 samples (or video clips) in the testing
set. The proposed algorithm (using the classifiers trained
in Test 1) was used to segment and classify the gestures
presented. The classification result is shown in Table 1.

Test 3: Continuous Gesture Recognition
A testing set was obtained by asking a signer to sign 30

sequences of gestures. Each sequence forms a video clip

1Observation term, V, is omitted here for simplicity.



#233#223#184#158#128#89#62#32#3

Reported
Sequence:

"Upward" "Nod" "Away" "Toward" "Away" "Nod"

Snapshots:

Signed
Sequence:

Upward −−−−−−−−−> Downward −−−−−−−−−> Away −−−−−−−−> Toward −−−−−−> Away −−−−−−> Nod −−−−−−−−−−−−−−−−−

"Nod"

Figure 3: This figure shows the recognised gestures and the change in likelihood values reported by the proposed algorithm given a typical testing
sequence used in Test 3.

Transition Accuracy Transition Accuracy
Up→ Down 83.3% Up → Left 93.3%
Up→ Away 86.7% Down→ Up 83.3%
Down→ Left 86.7% Down→ Away 83.3%
Right→ Up 93.3% Right→ Left 90.0%
Right→ Away 83.3% Left → Right 90.0%
Toward→ Up 83.3% Toward→ Left 86.7%
Toward→ Away 83.3% Away→ Toward 83.3%
Away→ Nod 80.0% Away→ Supinate 80.0%
Away→ Pronate 83.3%

Table 1: Classification result on segmenting and recognising two con-
secutive gestures. In this experiment, correct recognitionmeans successful
recognition of the two gestures presented in each testing video clip.

and consists of more than 2 gestures combined in a random
order. The proposed algorithm was used to segment and
recognise the gestures presented and the result is shown in
Table 2. The number of hypotheses generated per frame is
30 and the time taken per iteration is49.5 ms (i.e. 20.2 fps).
Figure 3 illustrates the recognition process on a typical test-
ing clip. The proposed algorithm can also be implemented
to work on a live video feed from camera at the mentioned
frame rate. If more constraints (such as average duration)
are added, the accuracy can be boosted to around 90%.

N I D S C Accuracy
127 12 7 9 111 77.95%

Table 2: Classification result on segmenting and recognising continuous
gestures. Notation used (see [8]): Accuracy = (N-I-D-S)/N,N is the total
number of gestures appeared in the testing set (30 video clips), I is the
number of insertions, D is the number of deletions, S is the number of
substitutions and C is the number of correctly recognised gestures.

5 Conclusion

A new method is proposed to recognise continuous
elementary gestures in this paper and it can be applied to
sign language recognition. The proposed method performs
better than recently used methods in two ways. Firstly,
by using a sparse Bayesian classifier, the classification
result can be obtained with a minimum amount of online
computational resources and thus the system can run

in real-time. Secondly, the probabilistic nature of the
Bayesian classifier and CONDENSATION framework re-
alises a pureprobabilistic solutiontowards the continuous
gesture recognition problem and ensures robustness. The
main disadvantage of the proposed method is the difficulty
in handling ambiguous gestures (e.g. ‘downward’ was
incorrectly recognised as ‘nod’ in Figure 3) and therefore
further investigation will be done in this aspect.
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