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Abstract

This paper describes a high resolution freehand 3D ultrasound system, whose accuracy sur-
passes that of previously documented systems. Such accuracy is achieved through a series of
novel system design and calibration techniques. The accuracy is quantified using a purpose-
built, tissue-mimicking phantom, designed to create idealised in vivo scanning conditions.
The paper includes a thorough discussion of the various different ways of measuring system
accuracy and their relative merits, and compares in this context all recently documented
freehand 3D ultrasound systems.
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1 Introduction

Advances in the resolution and quality of two-dimensional (2D) ultrasound imaging are in-
creasingly enabling detailed examination of arterial and musculoskeletal anatomy [15, 31].
However, high resolution ultrasound images (B-scans) have a limited field of view, gener-
ally sufficient for scanning the cross-section, but not the length, of the anatomy of interest.
Three-dimensional (3D) ultrasound can overcome this limitation. Not only does it provide the
ability to generate extended images, it also allows the visualisation of complex structures, like
ligaments and cartilage or arterial plaque, in a much more intuitive way. A further advantage
is that 3D ultrasound, by its very nature, offers much more precise measurement of volume
and the relative orientation of structures.

There are many ways to design 3D ultrasound systems [14]. The most appropriate tech-
nique for arterial and musculoskeletal anatomy is freehand 3D ultrasound, where the probe
is moved by hand, and the resulting sequence of B-scans is located in 3D space by either in-
trinsic (image-based) or extrinsic (position sensing) means. This is the only technique which
gives the clinician complete freedom to guide the probe along the path of the anatomy.

Most recently documented freehand 3D ultrasound systems use either an electromag-
netic [4, 13, 26] or an optical [8, 9] position sensor. B-scans are transferred from the ultra-
sound scanner to an external PC by digitising from the scanner’s video output [13, 25, 22],
from a video recording [4] or by direct digital transfer [6]. All position sensing techniques,
and most image transfer protocols, introduce additional sources of error not present in the
original 2D B-scans: typical accuracy of documented 3D systems is of the order of +2mm.
This is significantly worse than the inherent resolution of high frequency B-scan images, which
is better than 0.1mm/pixel.

The position sensing and image acquisition techniques are only two of many steps which
affect the eventual resolution of the 3D system. A review of the engineering challenges in
such systems, together with some practical suggestions for good acquisition protocols, is
given in [16]. This review uses our system, Stradx [26], as a worked example. Stradx is a
sequential freehand 3D ultrasound system. In this paradigm, the (arbitrarily orientated but
only gradually varying) sequence of B-scans is preserved, rather than resampled onto a regular
voxel array, such that each visualisation or quantification step is calculated directly from the
original data. This is an ideal starting point for improving the resolution of 3D systems, since
we preserve the 2D resolution for as long as possible.

In this paper, we present recent developments to Stradx which aim to improve the overall
system accuracy, so that the 3D resolution can approach that of the original, high resolution
2D B-scans. The system is rigorously assessed by using a purpose-built, tissue-mimicking
phantom, allowing us to estimate the actual errors which might be expected when making
3D measurements in real clinical situations. We also consider the practical aspects of using
the system and investigate the degradation due to re-mounting the position sensor on the
ultrasound probe, and changing the ultrasound machine’s depth setting, without carrying
out a full re-calibration.

1.1 Analysis of errors in freehand 3D ultrasound

Before considering how we might improve the resolution of a freehand 3D ultrasound system,
we need a clear picture of where the errors come from. An overview of the main sources of
error is given in Figure 1. These can be grouped into errors in the B-scan images themselves,
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Figure 1: Errors in freehand 3D ultrasound systems. Some of the dominant errors are shown:
those with black bullet points have been addressed in previous work, those with mid-grey
bullet points are addressed in this paper, those with white bullet points are residual sources
of error.

the readings from the position sensor, temporal matching of B-scans and positions, location of
the B-scan relative to the position reported by the sensor, and errors in the 3D reconstruction
of the B-scans.

Errors in the B-scans themselves are largely determined by the size of the resolution cell,
which varies in all three dimensions. Typically the out-of-plane resolution (or beam width)
is significantly worse than the in-plane resolution, and varies across the depth of the image,
dependent mainly on the out-of-plane focusing. Variation in the speed of sound can also have
a significant effect on the beam width: errors of £5% in sound speed, typical of variations in
human tissue, can generate over 200% increases in beam width, as well as affecting the depth
scale [1]. For high resolution images, compression of anatomy due to probe pressure can be a
large source of error, but this can be reduced by image correlation techniques [30].

Of all the position sensing techniques, optical position sensors are the most accurate,
although they require a line of sight between the probe and the camera. Such systems can
achieve a spatial accuracy (for the position sensor alone) of up to £0.2mm [8]. Electromagnetic
position sensors can achieve an accuracy of up to £0.5mm in location and +0.7° orientation
(again, for the position sensor alone) when optimised for very specific situations and small
spatial ranges [3]: in general use, however, they are subject to distortions which impair their
accuracy considerably [7].

Errors due to image transfer and temporal calibration (the matching of images to po-
sitions) are less widely discussed in the literature: most researchers opt for the practical
solution of digitising the analogue video output of the ultrasound machine, at between 10
and 25 frames per second. The images are corrupted by conversion to and from analogue
video formats, and the temporal resolution is limited by the low frame rates. A notable ex-
ception is the system described in [6], where images are transferred digitally at 150 frames
per second, thus giving a temporal resolution of 7ms. Temporal calibration at 25 frames
per second can be achieved to within 40ms by looking for sudden changes in the image and
position streams [22, 26]. Inaccurate temporal calibration will result in spatial errors with a
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magnitude dependent on the speed with which the probe is moved.

Spatial calibration, the estimation of the rigid body transformation between the position
sensor’s reference frame and the B-scan plane, is one of the most dominant sources of error in
freehand systems. The various calibration techniques are compared in [27]. The calibration
process involves scanning a known object from a variety of orientations — this can be a single
point [20], a set of points [6], a cross-wire [4, 22], a ‘z-shape’ [9], a real or virtual plane [27]
or in fact any known shape [8]. By constraining the 3D reconstruction to match the known
geometry of the scanned object, it is possible to derive a system of equations for the eight
spatial calibration parameters (six defining the location and orientation of the B-scan relative
to the position sensor, and two defining the z and y scales of the B-scan in mm/pixel). The
system of equations can either be inverted directly, or more usually optimised iteratively.

Even after the location of each B-scan has been correctly determined, there are still further
sources of error. An unspoken assumption in the subsequent 3D reconstruction is that the
subject has not moved during the acquisition: any such movements result in a distortion of
the 3D data. External movement can be ameliorated by attaching a coordinate reference to
the patient [12], and repetitive internal movement (i.e. due to cardiac activity) by the use of
an electrocardiogram to gate the acquisition of B-scans [5, 24]. In general, it is best to acquire
data within a single breath hold and review it immediately for motion artefacts, so that the
scan can be repeated if necessary [16].

Visualising the semi-structured 3D freehand data involves interpolating the data onto some
sort of regular pixel or voxel array. Significant interpolation errors can arise as a consequence
of the scanning pattern [10] combined with simplistic interpolation schemes, optimised for
speed rather than quality [28]. Such errors can be limited by not resampling onto a regular
voxel array, as described earlier. This approach also suppresses some interpretive errors, for
instance when delineating structures in artefact-ridden out-of-plane reconstructions [2]. Other
interpretive errors arise from poor cursor placement when making measurements [18].

1.2 Assessment of system accuracy

There are many ways of assessing the performance of a freehand 3D ultrasound system, and
unfortunately there is no agreed standard. More confusingly, results are generally quoted
simply as system ‘accuracy’, despite differences in what was tested, where it was tested and
how the results were analysed, which can lead to as much as a factor of three variation in
the quoted result. Sometimes, insufficient information is provided to be able to interpret the
quoted ‘accuracy’ at all.

It is therefore necessary to clarify the differences between some of these measures before
attempting to compare those systems which are described in the literature and place our
system amongst them. This can helpfully be done by asking three questions: “What part of
the system is included in the measurement?”, “What is it a measurement of ?”, and “How
are the measurements analysed?” .

Firstly, “What part of the system is included in the measurement?”. With reference to
Figure 1, when designing a system it might be helpful to know the accuracy of a specific part,
for instance the position sensor alone [3], or the spatial calibration alone [27]. Ultimately,
however, it is the accuracy of the entire system, in the context in which it will be used,
which is relevant to the clinician. In wvivo accuracy is very difficult to assess, so n wvitro
accuracy is usually reported instead, by scanning a specially designed phantom in a water
bath. This excludes some of the B-scan image errors, such as the speed of sound variation
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in human tissue, and tissue deformation due to probe pressure. It also excludes some of the
3D reconstruction errors, specifically those due to movement of anatomy, and to some extent
those due to interpretation of data (since phantom images are often significantly less complex
than in vivo images). Clearly, the accuracy of the entire system can only be worse than that
of its component parts.

Secondly, “What is it a measurement of ?”. There are a variety of possibilities here, in
terms of the quantity measured, where it is measured, and what it is compared to. Generally
the quantity is either the location of a fixed point [4, 8, 9, 22, 27|, the distance between
points [8, 20, 27] or the volume of a defined object [4, 6]. The location of a point can perhaps
be regarded as a more fundamental measure, since volume and to a lesser extent distance
are not affected by certain distortions of the 3D data. Where the quantity is measured is
particularly important if the spatial calibration has been optimised from the same data used
to assess the system accuracy (which is, unfortunately, common practice in the literature). If
this is the case, then what is being measured is only the calibration residual error [4], but how
well this reflects the actual system accuracy is highly dependent on how well conditioned the
calibration optimisation is, and how well the calibration scanning pattern represents actual
scanning practice. Even a repeated scan of the point on which the calibration was based [27]
can be misleading: it is better to assess accuracy based on a completely different set of
measurements. Finally, measurements can either be compared to ‘true’ values (known from
some other independent source), in which case they reveal system accuracy, or to themselves,
in which case they reveal only the precision of the system.

Thirdly, “How are the measurements analysed?”. As an example, consider a set of mea-
surements of point location, with independent errors in each of the x, y and z dimensions
which are normally distributed with zero mean and 1mm standard deviation. The 95% con-
fidence limits in each dimension are approximately twice the standard deviation, i.e. £2mm.
However, the absolute 2D location error (for instance in the z—y plane) is not normally
distributed: it follows a Rayleigh distribution. The absolute 3D location error has a more
complex distribution still. The mean absolute 2D error is approximately 1.25mm, and 95%
of the points lie within 1.85 times this, i.e. within 2.3mm of the true location. For the 3D
case, the mean error is 1.6mm and the 95% limit is < 2.8mm (approximately 1.75 times
the mean). Note that these confidence limits are lower than the pessimistic estimate from
simply summing the variances in each dimension, as in [20]. The standard deviation of the
2D and 3D errors is sometimes also quoted: this is a misleading quantity, since these errors
are not normally distributed, and can lead to optimistic assessments of system accuracy. For
the example above, the standard deviation is approximately 0.7mm, for both the 2D and 3D
cases.

A further complication arises from the use of paired analysis [8, 27], where a set of point
measurements is analysed by considering the distribution of the absolute distance between
all possible pairs of measurements. If we continue the example above, this analysis would
give a mean 3D error of 2.3mm and 95% confidence limit of < 4mm, whereas we already
know that 95% of the values will lie within 2.8mm of the correct location. In effect, the
paired analysis measures relative distance accuracy, which has twice the variance of the point
location distribution, since it is a measure of difference.

Although it is not in general possible to compare accuracy results which differ with regard
to the first two of these questions, it is possible to use the example above to convert between
results which are analysed differently, provided sufficient information has been given to deter-
mine the nature of the result which has been presented. In the comparison below, results are
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converted to the 3D confidence limit: this is the distance away from the mean location (for
precision) or known location (for accuracy) within which 95% of the measured points will lie.

The performance of a freehand 3D ultrasound system is clearly dependent on the type of
position sensor and the frequency of the ultrasound. Prager et al. [27] used an electromagnetic
position sensor and a 7MHz probe at a 4cm depth setting, Blackall et al. [8] used an optical
position sensor and a 10MHz probe, again at a 4cm depth setting, Meairs et al. [22] used an
electromagnetic position sensor and a 5-12MHz probe, Legget et al. [20] used an electromag-
netic position sensor and a 3MHz probe, and Bouchet et al. [9] used an optical position sensor
and a 3.5MHz probe. Systems using optical position sensors and higher frequency probes at
lower depth settings will tend to be more accurate.

Since spatial calibration is such an important step in the design of an accurate system,
several authors quote the point precision due to the spatial calibration alone. The 3D con-
fidence limits achieved for this value are < 1.2mm [27] and < 2.3mm [8] (both derived from
mean paired absolute error). Another frequently quoted value is the point precision of the
entire system (as measured by scanning a phantom — note the earlier comments about in
vitro measurements). 3D confidence limits for this value are < 2.7mm [27], < 1.4mm [8] and
< 2.6mm [22] (all derived from mean paired absolute error), < 3.4mm [20] (derived from the
sum of the variances in each dimension) and < 2.2mm [9] (derived from the mean absolute
error in each dimension). Finally, several authors quote the errors in distances between sev-
eral points: this leads to a measure of accuracy within a particular data set, which is sensitive
to any distortion introduced into the data, but not to systematic errors in point location.
3D confidence limits for point location accuracy based on this measure are < 1.9mm [27],
< 1.0mm [8] and < 1.1mm [20] (all derived from the standard deviation of the paired signed
distance errors).

2 High resolution system

2.1 Physical layout

Figure 2 shows the physical layout of our freehand 3D ultrasound system. B-scans are acquired
with a Diasus ultrasound machine', using 5-10MHz and 10-22MHz linear array probes, on
2cm, 3cm and 6cm depth settings. 8-bit digital log-compressed data is transferred via ethernet
at 25 B-scans per second to an 800MHz PC running Linux. The probe position is measured
by a Polaris? optical system tracking an AdapTrax? target attached to the probe. The camera
is mounted on a stable, but highly manoeuvrable stand* designed for studio video cameras.
Calibration, acquisition, processing and display of the data are performed on the PC by
Stradx [26])°, which can also be used in conjunction with a number of other video sources and
position sensors.

In order to avoid having to re-calibrate the system each time a different probe is used, the
probe mount shown in Figure 3 was designed. The mount can be attached to most ultrasound
probes by simply winding a length of Velcro™ tightly around the mount and the probe: the
rubber holds the mount firmly in place, and the locating hole ensures that the position sensor

'Dynamic Imaging Ltd., http://www.dynamicimaging. co.uk/
2Northern Digital Inc., http://www.ndigital.com/

3Traxtal Technologies, http://www.traxtal.com/

“Unicol, http://www.unicol.co.uk/
Shttp://svr-www.eng.cam.ac.uk/ rup/stradx/


http://www.dynamicimaging.co.uk/
http://www.ndigital.com/
http://www.traxtal.com/
http://www.unicol.co.uk/
http://svr-www.eng.cam.ac.uk/~rwp/stradx/
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Figure 2: Physical layout of the high resolution freehand 3D ultrasound system. The diagram
indicates the approximate size and the required connections between the components, to help
give a feel for the system’s usability.
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Figure 3: Generic probe mount for the optical tracker. The mount can be quickly attached to
almost any type of ultrasound probe, and is sufficiently small and cheap to remain attached
between 3D scanning sessions. The optical tracker can be fixed at the same position on the
mount to a high degree of precision, such that spatial calibration is only necessary if the
mount itself is removed from the probe.

can be fixed to the mount at a known, repeatable position. The mount is small and its
presence on the probe does not inhibit normal use. In practice, we have sufficient mounts for
all the probes in use, and these mounts remain on the probes between 3D scanning sessions.

2.2 System design

Figure 4 shows the basic design of the part of the system involved with delivering B-scans,
tagged with their correct spatial position and orientation, to Stradx’s front end visualisation
and quantification algorithms (the sequential reslice, manifold and panoramic displays are
described in [26], volume rendering extensions in [17], and volume measurement and surface
reconstruction in [29]). We are concerned in this paper with the quality of the raw data on
which these algorithms are based.

Key components of this system, discussed in the following sections, are the transfer of
ultrasound images to the PC, the synchronisation of the PC and ultrasound machine timers,
the matching of images to positions and the gating of acquired images. Temporal and spatial
calibration of the system will be discussed later in Section 3.

2.2.1 Ultrasound image transfer

In almost all other freehand 3D ultrasound systems, B-scans are transferred between the
ultrasound machine and the PC in an analogue video format. This is an appealing transfer
mechanism because most ultrasound machines have a suitable analogue video output, and
video framegrabbers for PCs are cheap and commonplace. However, the unnecessary digital to
analogue conversion in the ultrasound machine, followed by an analogue to digital conversion
in the framegrabber, introduces unwanted noise into the B-scans. For our high resolution
system, we would like to avoid this source of error and instead transfer the images in an
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Figure 4: High resolution freehand 3D ultrasound system design. The main hardware and
software components of the PC handling the acquisition and display of the B-scan images are
shown, together with the relevant parts of the ultrasound system.
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uncorrupted digital format.

One solution would be to employ a custom digital link, like the one described in [6].
However, in the interests of cost, flexibility and rapid prototyping, it is preferable to avoid
specialised hardware and work instead with standard PC components. The Diasus, like many
modern ultrasound machines, is equipped with an off-the-shelf PC front end which includes
an ethernet network interface. This raises the possibility of streaming the B-scans across the
network: for a switched 100MBit/s link, and assuming one byte per greyscale pixel, it should
be possible to transfer large B-scans (up to 724 x 724 pixels) at the full PAL frame rate of
25Hz.

This solution proved to be both feasible and highly effective. Minimal changes to the
Diasus’s internal software were required to send each B-scan to the ethernet card at the same
time as it was displayed on the screen. A suitable module was added to Stradx to receive
the frames from the ethernet instead of the usual video framegrabber. The software for both
ends of the link was developed in a few man days, with no need for specialised hardware.
Moreover, the resulting system is compatible with any ultrasound machine equipped with a
PC front end. Even though the Diasus is a purely greyscale machine, the network transfer
mechanism could work equally well with Doppler machines, provided each pixel is coded into
a single-byte colour index before transmission®.

The one complication concerns the timestamping of the B-scans. Each B-scan needs to
be tagged with the time at which it was acquired, so that it can later be matched with a
position read from the position sensor at the same time. Timestamping the B-scans when
they are received by the client PC would be unreliable, since the time of acquisition is not
deducible from the time of receipt: there is an unpredictable network latency to consider. So
the timestamps must be applied by the server (the ultrasound machine), and sent down the
ethernet link with each B-scan. In our case, the timestamps are applied at the point at which
B-scans are extracted from the display buffer, which runs at a constant rate of 30Hz. The rate
at which the scans are actually acquired is usually higher than this, dependent mainly on the
number of focal points in the transmit path. Applying the timestamps at the display buffer
rather than the variable rate high frequency buffer introduces a delay which is accounted for
by temporal calibration”.

Sending a suitably high resolution timestamp down the ethernet link requires only a few
extra bytes per B-scan, so there is no impact on the ethernet frame rate. But there is an
issue with clock synchronisation: the clock in the ultrasound server will not be telling the
same time as the clock in the client PC, and will not even run at the same rate: there will
be a certain amount of relative clock drift. Since the positions are timestamped by the client
PC, we need a way to translate an ultrasound server timestamp into a client PC timestamp,
so the B-scan times can be compared directly with the position times.

A simple network time protocol was developed to achieve this. When the client PC
first establishes ethernet communication with the ultrasound machine, it requests a single
timestamp g from the server. When t; is received, the client immediately takes a local
timestamp t.. The difference Ay = t. — t5 can be used to translate server timestamps into
client timestamps. However, ts might have been held up between the server and client by a
network delay, causing A; to be bigger than it should be, so the exchange is repeated ten

6128 grey levels, and 64 shades of red and blue, are all that is needed to represent a colour Doppler
ultrasound image.

"This delay is itself dependent on the actual rate of acquisition, and will therefore change with the number
of focal points.
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times and the smallest Ay is retained.

This simple procedure captures the time difference between the two clocks at an instance,
but tells us nothing about the relative clock drift. The B-scan timestamps will soon become
inaccurate unless we account for this drift. So the next time the client connects to the server
(perhaps at the start of a 3D ultrasound recording), the timestamp exchange is repeated,
yielding a new difference Ay. Since we know when A; and Ay were measured, we can
estimate the relative clock drift and use this to correct subsequent server-to-client timestamp
translations. Furthermore, a new value of A can be measured at the start of each 3D recording,
leading to better estimates of the drift over longer time scales. The end result is accurate B-
scan timestamps, applied by the ultrasound machine but reliably translated into client time,
ready for matching with timestamped positions from the position sensor.

2.2.2 Image to position matching

Recently acquired B-scans are stored in a circular buffer in the client PC’s memory. A similar
circular buffer holds recently acquired positions. B-scans are harvested from the circular
buffer after a slight delay: that is, we start by processing a recent B-scan, though not the
most recent one. This delay is important because we might not yet have a position to match
with the most recent B-scan, depending on the latency of the position sensor®.

The timestamp of the harvested B-scan is compared with the timestamps in the position
circular buffer. An accurate position for the B-scan is obtained by linear interpolation of the
two position readings on either side of the B-scan timestamp. At this point, the B-scan is
tagged with its position and made available to Stradx’s visualisation front end. The process
continues with the next frame in the B-scan circular buffer: further details can be found

in [26].

2.2.3 Acquisition modes

In its default mode, Stradx processes B-scans sequentially, harvesting one frame after another
from the B-scan circular buffer. Making use of every B-scan ensures the maximum possible
acquisition rate, though this is not always desirable. For example, if the probe is being held
stationary, the system will record endless B-scans on top of each other, repeatedly sampling
the same slice of space. For this reason, Stradx offers motion-gated acquisition [11]: after
position tagging, B-scans are discarded if the probe has not moved by more than a user-
defined threshold since the last retained B-scan. Motion-gated acquisition maintains an even
spatial sampling density, independent of probe velocity.

A further acquisition mode is stable-gated acquisition. Again, the probe must have moved
by a certain amount for a B-scan to be retained, but the probe must also be moving relatively
slowly (another user-defined threshold), otherwise the B-scan is discarded. This ensures the
acquisition of well spaced B-scans free of motion blur artefacts. Such data sets are particularly
useful for spatial calibration, as discussed in Section 3.

8The position sensor latency is accounted for by the temporal calibration procedure described in Section 3.
The result of this calibration is used to correct the position timestamps before they are stored in the circular
buffer.
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Figure 5: Automatic line detection for temporal calibration. The key to temporal calibration
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in the B-scan, which can subsequently be compared to the position sensor readings.

3 Calibration

Temporal calibration is necessary to determine the offset between the position sensor times-
tamps and the B-scan timestamps. A matching B-scan and position reading will not necessar-
ily have the same timestamp, depending on the latencies of the two data streams. Particularly
pertinent is the latency of the position sensor, since the position timestamps are applied not
by the position sensor (which has no clock), but by the PC each time it requests a reading
from the sensor. There is an unknown delay between the PC making the request and the
sensor taking the reading.

Spatial calibration determines the size and location of the invisible B-scan plane relative to
the position sensor’s reference frame. Since spatial calibration involves the analysis of matched
B-scans and positions, it follows that poor temporal calibration will affect the accuracy of the
spatial calibration: hence temporal calibration must be performed first. This means that the
temporal calibration procedure must be designed with no knowledge of the location or size of
the B-scan.

3.1 Temporal calibration

Temporal calibration has previously been achieved by looking for sudden changes in B-scan
and position sensor readings, caused, for example, by suddenly jerking the probe away from
the skin surface, and matching them up in time [22, 26]. For images acquired at 25Hz, this
gives a temporal resolution of only 40ms. It is possible to improve on this value by comparing
a stream of position sensor readings with positions derived from the B-scans themselves.
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Figure 6: Temporal calibration of the B-scan image stream to the position stream. (a) For
a given temporal offset, the position signal derived from the images is interpolated to give
values at the same time points as each of the position estimates from the position sensor.
(b) The (interpolated) image and position sensor position streams can then be correlated at
various temporal offsets. A multi-resolution approach is used to speed up the search for the
minimum error between the streams.

We have previously described an algorithm which can automatically detect horizontal
lines in a B-scan, as in Figure 5 [27]. Such lines can easily be generated by scanning the
bottom of a bath full of water. The line detection algorithm can run sufficiently fast to give
a real-time estimate (i.e. at the PAL frame rate of 25Hz) of the location of the base of the
water bath in the B-scan. Note that this measurement only gives the variation in height of
the probe above the (horizontal) surface, and cannot detect horizontal movements. In order
to be able to compare this with the position sensor readings, we must ensure that the probe
is only moved in the vertical direction.

At this stage, without a spatial calibration, neither the B-scan scale nor the orientation of
the B-scan with respect to the position sensor coordinate system are known: we do not know
how far the probe has travelled, nor which direction is up. However, assuming the probe was
moved vertically, 3D position sensor readings can be converted to vertical distances by taking
the scalar product of each reading with the direction of maximal movement over the whole
calibration sequence. The sign can be deduced by comparison with the distances derived
from the B-scan. Finally, both the B-scan and position sensor distances must be normalised
to lie in the range —0.5 to 0.5, to allow for the unknown scale. In order to prevent this
normalisation from badly conditioning the problem, only calibrations where the probe has
moved a certain distance (as measured in the B-scan) are accepted for further processing.

A temporal calibration therefore proceeds as follows. After one second with the probe
held steady, four further seconds of B-scans are acquired, during which the probe is moved
up and down above the base of the water bath. After normalisation, this results in a stream
of distance measurements from both the position sensor and the B-scan, as in Figure 6(a)
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(shown at the correct temporal offset, rather than that at which they were acquired). These
measurements are at different rates: approximately every 40ms for the images, and 30ms for
the positions. In order to correlate the two streams, distances derived from the images are
interpolated with a cubic function to give values which coincide (for a given temporal offset)
with those from the position sensor.

The temporal offset is found which gives the minimum root mean square error between
the distances derived from the B-scans and those derived from the position sensor. The
correlation function is generally well behaved with respect to the temporal offset, as can be
seen in Figure 6(b), so a simple multi-resolution search can be used to find the optimum
offset. The maximum error for a given offset is also calculated, and the result is disregarded if
this is greater than 10 pixels (as measured in the B-scan): this gives some protection against
calibrations where the probe was not moved with sufficient care.

The whole process is guided by prompts from the user interface as to when to hold the
probe steady, when to move it, and whether the movement was sufficient and the eventual
correlation good enough. Acceptable results can either be used individually, or averaged to
improve the precision. With a little practice, ten or more calibrations can be performed
within one minute, leading to a temporal resolution which is significantly better than that of
the original image and position streams.

3.2 Spatial calibration

Spatial calibration of the high resolution system is performed using the Cambridge phan-
tom [27], which essentially offers calibration on a flat plane. The plane appears as lines in
the B-scans: by constraining the 3D reconstruction of these lines to be co-planar, the eight
calibration parameters can be estimated. Moreover, since the lines can be detected automat-
ically in the B-scans, as illustrated in Figure 5, the calibration process is extremely rapid.
However, the accuracy of this approach is limited by beam width effects: with the probe held
at an oblique angle to the plane, reflections from the edge of the ultrasound beam can cause
the plane to appear in the wrong position in the B-scan. The Cambridge phantom overcomes
this problem by generating a ‘virtual’ plane, with reflections coming only from the centre of
the ultrasound beam. Full details of the phantom and its use are described in [27]. Here we
describe some refinements which increase the accuracy of the spatial calibration.

Firstly, the improved temporal calibration process described in Section 3.1, combined with
the stable gated acquisition mode described in Section 2.2.3, significantly reduces temporal
errors in the calibration process: the result is more accurate labelling of each calibration
B-scan with its position. In addition, the high quality of the digitally-transferred images, as
described in Section 2.2.1, improves the accuracy with which the line detection process can
be performed. We also aim to keep the water fairly hot during the calibration: tap water
at 50°C has the same speed of sound, 1540ms™!, as is normally assumed for average human
tissue. These steps improve the conditioning of the equations which must be solved to give
the spatial calibration parameters, and ensure the suitability of the resulting parameters for
normal clinical use.

Secondly, we have slightly adapted the pattern in which the probe is moved during cal-
ibration, in order to constrain the calibration parameters reliably. This pattern, shown in
Figure 7, has been derived experimentally. Motion C' is particularly important to distinguish
between the z (out of plane) translation, and rotation of the B-scan about a vertical axis.
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Figure 7: Probe movement during spatial calibration. The sequence of movements A, B and
C is repeated at three locations and orientations on the plane being imaged. This is necessary
to define both the spatial calibration parameters and the location of the calibration plane.



4 EXPERIMENTAL METHOD 15

3.3 Depth change re-calibration

While spatial calibration can be performed in around ten minutes using this technique, it
must be repeated whenever the relative locations of the position sensor and the ultrasound
probe, or the size or location of the B-scan in the video frame, change. This latter restriction
implies that pan, zoom and depth changes require a new set of spatial calibration parameters
and hence must be avoided during a scanning session: a constraint which is contrary to normal
clinical practice. However, such changes do not affect the rotational calibration parameters
— they only affect the translation (¢, t,, t;) and the scale (s;, sy). Indeed, changes to this
subset of parameters are dependent on only three independent variables: the translation in
the plane of the B-scan (b, by,), and the zoom z.

In certain situations, b;, b, and z can be estimated directly from the ultrasound image
without the need for a full spatial re-calibration. As long as the top and some of both sides
of the B-scan data can be seen, we can estimate the location of the central top point of the
B-scan (cg, ¢y) relative to the top left hand corner of the image, and the B-scan width (w).
This estimation is trivial for linear probes. For convex probes, the point (¢, ¢,) is the centre
of curvature, w is the width at the top of the B-scan, and an additional parameter r is required
to define the radius of curvature [30].

If these probe parameters were (cgo, Cyo, w,) at the time the spatial calibration was
performed, and are measured as (czn, cyn, wy) after a change to the zoom or depth settings,
then

Wo

z=— (1)

Wn
Aby = Cp08z0 — CanSans Aby = CyoSyo — CynSyn (2)

where (Ab,, Aby) is the change in offset within the plane of the B-scan. Changes in the actual
calibration parameters (t, ty, t., Sz, sy) can be derived from these values?”.

This means that for most depth changes, and some pan and zoom changes, the spatial
calibration can be updated by analysing a single image from the ultrasound machine. Fur-
thermore, this analysis (i.e. the detection of the top and sides of the B-scan data) can be
carried out by automatic image processing algorithms [30].

4 Experimental method

4.1 Ultrasound phantom

In order to establish the performance of the system described in Section 2, a highly accurate,
tissue-mimicking ultrasound phantom was required. Phantoms consisting of very thin nylon
wires embedded in a tissue-mimicking material are often used to determine the resolution of
2D ultrasound machines. However, these phantoms are only designed to be scanned from one
insonification angle. To test a freehand 3D ultrasound system, we need a target which can be
scanned from multiple angles, such as a small, non-echogenic sphere. Phantoms containing
such targets are used to determine lesion detectability for 2D ultrasound systems. If we know
the exact location of each sphere, then we can compare the known location with the apparent
location from each of a sequence of frechand scans of the phantom, and therefore deduce
system accuracy in a (nearly) clinical setting.

9The spatial calibration translation (ts, t,, t.) is in the coordinate frame of the position sensor, not the
B-scan.
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Figure 8: Schematic of the ultrasound phantom. The phantom is made from a tissue-
mimicking substance containing a planar array of 110 precisely located, non-echogenic, 2mm
diameter spheres [19, 21].

Both the materials and the manufacturing process exist to make such a phantom, con-
sisting of a grid of 2mm diameter spheres which are located to an accuracy of +£0.lmm. A
cubic phantom, with sides approximately 10cm and spheres arranged as in Figure 8, was
designed and manufactured specifically for this purpose by Prof. Madsen at the University of
Wisconsin. The manufacturing process is described in [19] and the tissue-mimicking material
used for the non-echogenic spheres in [21].The phantom has a water bath at its top so that it
can be scanned from varying directions.

Figure 9 shows some typical B-scans of this phantom, at different frequencies and depth
settings. The propagation speed and attenuation coefficient for the background material
are 1540ms~! and 0.55dBem~'MHz ! respectively, and for the spheres are 1541ms~' and
0.53dBcm™'MHz !, measured at 22°C and 8MHz. Close matching of these values ensures
that the spheres generate only minimal distortion to the underlying image. Nevertheless,
the backscatter of the sphere material is 40dB lower than that of the background, hence the
spheres are clearly visible as black circles. Note that the spheres are not necessarily visible
across the entire depth of the image: this is due to the beam thickness being greater than
2mm at very shallow or very deep locations. Scans were performed using four or five focal
points, arranged across the mid-region of each B-scan, in order to maximise the visibility of
the spheres without reducing the frame update rate below 25Hz.

For each test, the phantom was scanned with five patterns, shown in Figures 10(a) to (e).
These represent the five basic motions of the probe during freehand 3D ultrasound acquisition.
Patterns (b) and (c) actually generate extended-field-of-view data — although not strictly
3D, this sort of data comes ‘for free’ with freehand 3D systems [16]. A combined motion,
as in Figure 10(f), was used to test the repeatability of mounting the position sensor on the
probe.
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(a) 6cm (b) 3cm (¢) 2cm

Figure 9: Typical scans of the ultrasound phantom at varying depth settings. (a) and (b)
were scanned using a 5-10MHz probe, and (c) using a 10-22MHz probe.

(a) translation (c) panoramic rotation

(d) horizontal rotation (e) vertical rotation (f) combined

Figure 10: Scanning patterns. A few sample B-scans, displayed as white ‘goal posts’, are
shown to demonstrate the scanning pattern: typically four to five hundred B-scans were
acquired in each sequence.
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Figure 11: Reslice through the phantom data set. Two white circles are shown for each
sphere. One circle shows the location of each sphere as derived from the B-scan data. The
other is a regular array of spheres with relative locations as in Figure 8, whose global location
and orientation has been optimised to match as closely as possible the set of data-derived
spheres.

4.2 Automatic detection of spheres

In order to be able to compare the location of a sphere as determined from a freehand 3D
data set with its true value, we need an accurate method of locating the centre of a sphere
contained in a set of sequential B-scans. The number of measurements required (over 5000)
prohibited the use of entirely manual sphere location. Hence, an automatic method was used
to refine the location of each sphere centre, given an initial approximate location from the user
clicking in a B-scan. The same approximate location could be used to initialise the algorithm
for all sets of spatial calibration parameters, thus significantly reducing the number of manual
interactions required.

For each candidate centre point on each B-scan within the sphere diameter (2mm) of
the initial click, the B-scan was multiplied locally with a 2D mask, radius 1mm, of the form
m(z,y) = (1—v/2? +y?), (0 < m < 1). The point of minimum summed response to this mask
was considered to represent the centre of the intersection of the sphere in any given B-scan.
The 3D location of the sphere centre was then calculated by assuming that the scans were
approximately parallel in the locality of the sphere, and interpolating between the centres in
the three B-scans with the minimum responses.

Although the geometry of the phantom is known, the exact location of each sphere in
the position sensor coordinate system is not. Sphere locations derived from the ultrasound
data were therefore compared to a regular grid of spheres, spaced as in Figure 8 and globally
aligned to the measured sphere centres using a non-linear optimisation algorithm (Levenberg-
Marquardt [23]). A typical result of this process is shown in Figure 11.

There are several important points to note regarding this method of analysis:

e Only the alignment of the grid of spheres was optimised, not the scale parameters.
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Table 1: Accuracy of automatic sphere detection. The mean error and 95% confidence in-
tervals (£95%) are given for sphere detection accuracy, estimated from ten sphere location
measurements.

Frequency mean error (mm) 95% confidence limits (mm)

(depth) 3D x Yy z 3D
5-10MHz
(3cm) 0.16 +0.19 +£0.19 £0.29 <0.35

e The grid was optimised to all the visible sphere centres (i.e. all those which could be
detected by the algorithm described above): there were typically 20 or more in each
scan.

e By definition, such analysis will result in a total mean location error in each of the z, y
and z dimensions of zero.

e The variance of the error will be slightly less than the population variance. Six param-
eters (the location and orientation of the plane containing the spheres) were derived
from the data, therefore we must multiply the mean square error by 337_‘6 (n being the
number of points) to give an unbiased estimate of the variance. Normally, we would

only need to multiply by =5 to allow for the use of the mean value in each dimension.

e Given the adjustment above, the variance of the error gives an unbiased estimate of
the location accuracy. It does not reveal any systematic errors in locating a feature
with respect to the position sensor coordinate system (which is what might be required
for an ultrasound-guided biopsy, for instance). However, it does reveal the accuracy
of locating a feature with respect to another feature within the data set, which is the
important quantity for diagnostic medical imaging. Distance and volume measurement
accuracy can also be derived from this result.

5 Results

Wherever confidence limits are given in the following analysis, these are derived from unbi-
ased estimates of the population statistics, allowing for the quantity of measured data and
the number of parameters derived from this data during the calculation. In each case, the
coordinate system is aligned with the phantom, such that x is along the rows of spheres, y
down the columns and z out of the plane of the spheres.

Three probe frequencies and depth settings were used in the following experiments. The
10-22MHz probe was the highest frequency probe available, and 2cm was the most shallow
depth setting. The 5-10MHz probe was also tested at depth settings of 3cm and 6¢cm; these
collectively cover the working range for musculoskeletal and arterial scans. The B-scan pixel
size was approximately 0.05mm (2cm depth), 0.07mm (3cm depth) and 0.14mm (6cm depth).

5.1 Automatic sphere detection

Before investigating the freechand system accuracy, it would be wise to ascertain the maximum
attainable accuracy, given the 2D ultrasound machine, the tissue-mimicking phantom and the
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Table 2: Variation of spatial calibration parameter values. 20 spatial calibrations were per-
formed for each probe frequency and depth setting. The mean, root mean square error (rms)
and 95% confidence intervals (+95%) are given for each of the estimated spatial calibration
translations (¢, t,, t.), rotations (c, [3, ) and scale factors (s, sy).

Frequency te ty t, Q@ 16} ~y Sx Sy
(depth) (mm) (®) (mm /pixel)
5-10MHz mean 12216 -80.47 -2.43 -111.17 -6.14 -1.11 0.1383 0.1382
(6cm) rms 0.13 0.11 0.25 0.03 0.25 0.35 0.0005 0.0003

+95% +£0.27 +0.21 +0.50 +0.05 +0.51 =£0.71 +0.0010 +0.0007
5-10MHz mean 122.19 -80.04 -1.73 -111.32 -6.30 -0.88 0.0693 0.0699
(3cm) rms 0.14 0.18 1.06 0.06 0.39 0.64 0.0004 0.0004

+95% +0.28 +0.36 +2.13 +0.12 +0.77 =£1.28 +0.0007 +0.0007
10-22MHz mean 100.69 -68.46 0.76 -107.52 -3.89 0.29 0.0461 0.0461
(2cm) rms 0.10 0.12 0.20 0.04 0.18 0.62 0.0003 0.0002

+95% +£0.20 +0.23 +0.39 +0.08 +0.35 =£1.25 £0.0007 +£0.0003

sphere detection process described in Section 4.2. The ultrasound phantom was scanned by
mounting the 5-10MHz probe in a rigid clamp attached to the movable section of a precision
vice. With the B-scan plane parallel to the plane containing the array of spheres, the probe was
moved in a direction orthogonal to this plane, and the movement of the vice jaw (and hence
the probe) measured with a micrometer. B-scans were recorded every 0.002” (0.0508mm)
such that each sphere was spanned by approximately 40 B-scans.

The location of all the detectable spheres was measured and compared to the true geo-
metric arrangement, as given in Figure 8. Results are shown in Table 1. The 3D confidence
limit of < 0.35mm includes errors in the formation of each B-scan, the location of the spheres
in the phantom, and the sphere detection process. The greater error in the z (out of plane)
dimension is due to the beam width, and possibly also the construction of the phantom.

5.2 Spatial and temporal calibration precision

The precision of the temporal and spatial calibration procedures, described in Section 3, was
analysed by comparing the results of repeated calibrations. Forty temporal calibrations were
performed, with the same ultrasound machine settings, giving a root mean square deviation
from the mean value of 4.9ms, and a 95% confidence limit of +10.0ms. This is clearly much
better than the period between ultrasound frames (40ms) or between position sensor readings
(30ms). The precision is improved further by using the average of ten such calibrations: this
was done before each of the spatial calibrations in the following experiments.

The precision of the spatial calibration was tested by repeating the process outlined in
Section 3.2 twenty times for each probe frequency and depth setting. The position sensor
remained attached to the probe throughout these experiments, but the probe was re-attached
to the Cambridge phantom each time. The temperature of the water bath was held approxi-
mately constant by replacing some of the water between calibrations.

Table 2 shows the mean, root mean square variation and 95% confidence limits for the
eight spatial calibration parameters. The translations (¢, t,, t;) and rotations («, 3, v) are
defined in the coordinate system of the position sensor, not the B-scan plane. Due to the
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Table 3: Variation in B-scan location due to the spatial calibration. The table shows the
effect of the spatial calibration parameter variation in Table 2 on the location of the centre
and corners of the B-scan. The mean 3D error and 95% confidence intervals are given in each
case.

Frequency mean error (mm) 95% confidence limits (mm)
(depth) 3D x Y z 3D
5-10MHz centre 0.44 +0.37 £0.18 +£0.93 <0.78
(6cm) top left 0.29 +0.27 +0.21 +0.50 < 0.50
top right 0.48 +0.25 £0.30 +£0.95 <0.84
bottom left 0.54 +0.52 £0.18 +£1.08 < 0.94
bottom right 0.67 +0.50 £0.34 +142 < 1.18
5-10MHz centre 1.03 +0.32 £0.30 +£2.27 < 1.80
(3cm) top left 0.94 +0.28 £0.36 +£2.13 < 1.65
top right 1.01 +0.24 =£0.35 +£229 <1.77
bottom left 1.07 +048 £0.28 +£2.35 < 1.87
bottom right 1.14 +0.38 £0.36 +245 < 1.99
10-22MHz centre 0.21 +0.20 £0.14 +£045 <0.36
(2cm) top left 0.21 +£0.20 +£0.23 +0.39 < 0.37
top right 0.24 +0.24 £0.15 +047 <042
bottom left 0.25 +0.22 £0.20 +£0.53 < 0.44
bottom right 0.26 +0.20 +£0.18 =+0.60 < 0.46

orientation of the position sensor on the probe, t, and t, were nevertheless approximately
in the plane of the B-scan, and t, orthogonal to it. « represented rotation about an axis
approximately normal to the B-scan plane, 8 about an approximately vertical axis, and
about an approximately horizontal axis. The scale factors (s, s,) are defined within the
B-scan plane.

It is immediately apparent from the results that the parameters in the plane of the B-scan
(tz, ty, @, Sz, sy) are much better determined than those out of the plane. In the worst
case, the in-plane parameters are defined to within +0.36mm, +0.12° and £0.001mm/pixel,
whereas those out of the plane are only defined to within +2.13mm and +1.28°. This is a
consequence of the ultrasound beam width, which, away from the foci, can exceed 4mm for
the 10-22MHz probe and 8mm for the 5-10MHz probe. Use of the Cambridge phantom, as
described earlier, limits the effect of beam width on the spatial calibration — which is why
the out of plane accuracy is significantly better than the width of the ultrasound beam —
but it does not suppress it entirely.

Of particular note in this respect is the combination of the out of plane translation ¢, and
rotation about a horizontal axis y. These parameters can combine to generate movements
of the B-scan plane which have only a small effect on the location of the calibration plane
within the B-scan. Only with motion C in Figure 7 is the image of the plane sensitive to
combined changes in these two parameters, which is why this motion is an essential part of
the calibration protocol. This is a particular problem for B-scans which are shallow, but have
large beam widths, which may explain the results for the 5-10MHz probe on a 3cm depth
setting, where the out of plane parameters are particularly poorly determined compared with
those in the B-scan plane.

Table 3 shows the effect of this parameter variation on the location of the corner points
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Table 4: Measurement accuracy. Summary results are shown for each of the graphs in Fig-
ures 12, 13 and 14. Unbiased confidence limits are calculated given the number of spheres
in each case. z, y and z are measured in the plane containing the phantom spheres, as for
the graphical results. 2D confidence limits are given for panoramic scans and 3D confidence
limits otherwise.

Frequency mean error (mm) 95% confidence limits (mm)
(depth) 2D 3D x y z 2D 3D
5-10MHz Fig. 12(a) - 0.27 +0.41 +£0.25 +0.45 - < 0.51
(6cm) Fig. 12(b) 0.19 - +0.39 +0.35 - < 0.38 -
Fig. 12(c) 0.24 - +£0.40 +£038 - <049 -
Fig. 12(d) - 0.32 +0.54 +£0.31 +0.40 - < 0.60
Fig. 12(e) - 0.35 +0.64 +£0.26 +0.42 - < 0.65
5-10MHz Fig. 13(a) - 0.19 +0.33 +£0.21 £0.25 - < 0.37
(3cm) Fig. 13(b) 0.14 - +£026 +£021 - <029 -
Fig. 13(c) 0.21 - +0.41 +£0.27 - < 0.42 -
Fig. 13(d) - 0.32 +0.62 +£0.26 +0.35 - < 0.61
Fig. 13(e) - 0.33 +£0.64 £021 4045 - <0.62
10-22MHz Fig. 14(a) - 0.22 +0.22 +£0.31 +0.37 - < 0.44
(2cm) Fig. 14(b)  0.17 - +£0.20 +0.32 - <037 -
Fig. 14(c) 0.22 - +043 +£036 - <049 -
Fig. 14(d) - 0.25 +0.39 £0.35 =+0.32 - < 0.50
Fig. 14(e) - 0.22 +0.27 +£0.36 +0.30 - < 0.46

and centre of the B-scan. The coordinate system in this table is aligned to the B-scan plane.
As expected, the in-plane precision is significantly better than the out of plane (z) precision.
The bottom right of the B-scan, being furthest from the position sensor, is also slightly less
well constrained. Nevertheless, an (x, y, z) precision at the centre of the B-scan of (£0.20,
+0.14, +0.45) is achieved for the highest resolution case, giving a 3D confidence limit better
than < 0.5mm.

5.3 System accuracy

To assess the accuracy of the entire system for diagnostic ultrasound examinations, the phan-
tom described in Section 4.1 was scanned in each of the scanning patterns of Figures 9(a)
to (e). For each probe frequency and depth setting, the five sweeps were recorded after the
first ten spatial calibrations. Sphere detection was then performed for all visible spheres in
each of the five sweeps, with each of the 20 spatial calibration parameter sets.

The results are presented in graphical form in Figures 12, 13 and 14, and summarised in
Table 4. Each graph shows an orthographic projection of the distribution of (visible) sphere
centres, so that the relative errors in each dimension, and across the depth of the B-scan, can
be clearly seen. In order to make the location errors more visible, they have been magnified by
a factor of four. The small bold circles (representing the spheres) are drawn to scale, whereas
the grey circles are also magnified by a factor of four for comparison with the location errors.
Note that the scanning patterns in (b) and (c) are panoramic, so we do not expect to be able
to estimate the z location from these scans with a great degree of accuracy. The z projections
are given in these graphs for completeness only, and 2D rather than 3D confidence limits are
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Figure 12: System accuracy: 5-10MHz probe, 6cm depth. (a) to (e) show the distribution
of sphere locations for each of the 20 spatial calibrations in Table 2 applied to each of the
scanning patterns in Figures 10(a) to (e). Bold circles show the actual sphere location and
size; the location errors and grey circles have been magnified by a factor of four to show the

distribution more clearly.
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Figure 13:

(e) vertical rotation

once again the location errors have been magnified by a factor of four.

System accuracy: 5-10MHz probe, 3cm depth. (a) to (e) are as in Figure 12, and
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Figure 14: System accuracy: 10-22MHz probe, 2cm depth. (a) to (e) are as in Figure 12, and

once again the location errors have been magnified by a factor of four.



5 RESULTS 26

5 T T T T T T T T T 5 T
g 1
Eo ‘tﬁtﬁ*%#?*&“{ Eof @ @ o @ ® 6 © 0 © & @
-5 0 10 20 30 40 50 60 70 80 - 0 10 20 30 40 50 60 70 80
x /mm x /mm
0 0 T T T 0 0 T T
o s (@ & » - om 5 s @ ® ® ® ® @
g-10 . .4 g-10f & ® ® o ™ 1 g0 g-10 ® ® ® ® @
>-15 Fe3 ~-15F $ - - @ @ 8 1 > >-15 ] ] ® ® @ <3
-20 -20 b -20 -20
-25 25 -25 -25
5 0 5 0 10 20 30 40 50 60 70 80 -5 0 5 0 10 20 30 40 50 60 70 80
z/mm X /mm z/mm x /mm
(a) Errors magnified by four (b) Actual size

Figure 15: Probe mounting repeatability: 10-22MHz probe, 2cm depth. (a) and (b) show the
distribution of location errors for 20 spatial calibrations as in Figure 2, each applied to ten
scans using the pattern in Figure 10(f). The optical tracker was re-mounted between each
scan.

Table 5: Probe mounting repeatability. Summary results are shown for the graphs in Fig-
ure 15.

Frequency mean error (mm) 95% confidence limits (mm)
(depth) 3D x Y z 3D
10-22MHz

(2cm) Fig. 15 0.35 +0.53 +£041 =+£0.53 <0.69

quoted in these cases.

As expected, the worst case 3D confidence limit improves with increasing probe resolution
and decreasing depth setting, so that with the 10-22MHz probe, the point location accuracy
within one scan is < 0.5mm for any scanning pattern. This is similar to the precision of the
spatial calibration, which implies that the spatial calibration is relatively unbiased. In all
cases, scanning pattern (a) produced the most accurate results: in this orientation, the out of
plane parameters of the spatial calibration have only a very limited effect on the geometry of
the reconstructed data set. An error in t,, for instance, would tend to move the entire data set
bodily, which is irrelevant for this analysis. However, this is not the case for the rotations in
scanning patterns (d) and (e). In a similar fashion, the panorama involving simple translation
(b) generated more accurate results than that involving rotation (c).

In nearly all cases, the location errors were well within the radii of the spheres, particularly
in the central region of the B-scan where the beam was focused. The variation of accuracy
with probe settings is, however, somewhat less than might have been expected from the three-
fold reduction in depth. This implies that the dominant errors are those not related to probe
frequency and depth setting: possible culprits include the accuracy of the position sensor,
and temporal effects in the acquisition path.
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Table 6: Accuracy of depth change re-calibration. Results are as in Table 4, however the
spatial calibrations used for the 3cm depth setting were derived from those calculated for the
6cm depth setting, and wvice versa.

Frequency mean error (mm) 95% confidence limits (mm)
(depth) 2D 3D x y z 2D 3D
5-10MHz  Fig. 10(a) - 0.30 +0.47 £0.36 +0.45 - < 0.56
(6cm) Fig. 10(b) 0.16 - +0.29 +£028 - <033 -
Fig. 10(c) 0.19 - +0.30 =+£0.34 - < 0.38 -
Fig. 10(d) - 0.29 +£0.47 +0.26 4041 - <0.55
Fig. 10(e) - 0.39 +0.71 +£0.27 +0.57 - < 0.72
5-10MHz Fig. 10(a) - 0.21 +0.29 +0.26 =£0.29 - < 0.39
(3cm) Fig. 10(b) 0.18 - 028 +£031 - <037 -
Fig. 10(c) 0.27 - 050 +£040 - <056 -
Fig. 10(d) - 0.37 +0.70 £0.37 +0.35 - < 0.69
Fig. 10(e) - 0.32 056 +£0.32 4042 - <061

5.4 Repeatability of position sensor mounting

The scanning pattern of Figure 10(f) was used to assess the effect of re-attaching the position
sensor to the probe mount shown in Figure 3. Ten scans were recorded using the highest
resolution probe and lowest depth setting, removing and replacing the position sensor between
each scan. These scans were then analysed as before, using each of the 20 spatial calibrations
calculated for this probe frequency and depth setting.

Graphical results are shown in Figure 15 for the combination of 10 scans and 20 calibra-
tions, and summarised in Table 5. The accuracy of the system is degraded only slightly by
re-mounting the position sensor, from a 3D confidence limit of < 0.50mm to < 0.69mm.

5.5 Accuracy of depth change re-calibration

The system accuracy experiments in Section 5.3 were repeated for the 5-10MHz probe on a
3cm and 6¢cm depth setting, but in each case using the spatial calibration from the alternate
depth setting, re-adjusted using the algorithm of Section 3.3. Table 6 shows the results in
the same format as presented in Table 4. System accuracy is only slightly compromised by
the use of this fast re-calibration technique. For the 6cm depth setting, the 3D confidence
limit is degraded from < 0.65mm to < 0.72mm, and for the 3cm setting, from < 0.62mm to
< 0.69mm.

5.6 Summary

Figure 16 shows a comparison of the results for the highest resolution system (10-22MHz probe
and 2cm depth setting) and the other systems cited in Section 1.2. The distance measurement
accuracy for the system presented in this paper is approximately /2 times the point location
accuracy, since it is a measure of difference between two identical distributions.

As has been previously explained, the other systems’ accuracies were assessed in slightly
different circumstances and quoted in different forms. While every effort has been made to
convert each of them to a comparable form, the values should be regarded as indications of
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Omm Imm 2mm 3mm 4mm

POINT PRECISION Blackall et al. 2000
DUE TO SPATIAL Prager et al. 1998

CALIBRATION Stradx (10-22MHz, 2cm)

Legget et al. 1998

Prager et al. 1998

POINT PRECISION OF ~ Meairs et al. 2000

ENTIRE SYSTEM Bouchet at al. 2001

Blackall et al. 2000 :
Stradx (10-22MHz, 2cm) %

Prager et al. 1998 ‘ :

ACCURACY OF Legget et al. 1998
DISTANCE
MEASUREMENT Blackall et al. 2000
Stradx (10-22MHz, 2cm)
KEY: .:‘ Optical based systems |:| Electromagnetic based systems * Point precision relative to measurement volume alone

Figure 16: Comparison of the 10-22MHz Stradx system with other cited freehand 3D ultra-
sound systems. The bar chart shows the 3D confidence limits for various parameters of the
systems. In most cases, this parameter has been estimated from alternative quoted values, as
described in Section 1.2. As a result, the comparison must be treated with some caution.

system accuracy only.

6 Conclusions

Our system can be used to locate points within a freehand 3D data set to an accuracy of <
0.50mm, using a 10-22MHz probe on a 2cm depth setting. The accuracy with which distances
can be measured within a data set is approximately £0.7mm. This accuracy can be achieved
by using the temporal and spatial calibrations outlined in this paper, and subsequently leaving
the probe settings and position sensor mounting unchanged. It is valid for all practical
freehand scanning patterns. The necessary calibration procedures can be performed in only
10 to 15 minutes from mounting the position sensor on the probe and connecting the PC to
the ultrasound machine.

System accuracy for probes covering a wide range of frequencies and depth settings appro-
priate for musculoskeletal and arterial scans is within < 0.65mm. Faster spatial calibrations
are possible if only the depth setting or certain pan and zoom settings have changed, in which
case the system accuracy is degraded only slightly, to < 0.72mm. If spatial calibration is only
performed each time the probe mount is attached to the probe (rather than each time the
position sensor is attached to the mount), then the highest resolution system accuracy drops
slightly from < 0.5mm to < 0.69mm.

The achievable resolution of this system is significantly better than that of any other such
system presented in the literature. This is still the case if the position sensor is remounted
or the spatial calibration recalculated based on depth changes alone: both of which are
options that improve the system’s usability. This performance owes much to the quality of
the position sensor and the ultrasound machine, but also to the careful design and calibration
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of the freehand acquisition system.
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