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ABSTRACT

The performance of unsupervised discriminative training has been
found to be highly dependent on the accuracy of the initial auto-
matic transcription. This paper examines a strategy where a rela-
tively small amount of poorly recognised data are manually tran-
scribed to supplement the automatically transcribed data. Experi-
ments were carried out on a Mandarin broadcast transcription task
using both Broadcast News (BN) and Broadcast Conversation (BC)
data. A range of experimental conditions are compared for both
maximum likelihood and discriminative training using directed man-
ual transcription. For BC data, using fully unsupervised discrim-
inative training, only 17% of the reduction in character error rate
(CER) from supervised training is obtained. By automatically se-
lecting 18% of the data for manual transcription yields 50% of the
CER gain from supervised training. The directed approach to se-
lecting data outperforms the use of a random set of data for manual
transcription.

Index Terms— Speech Recognition, Unsupervised Training

1. INTRODUCTION

A recent trend in building high performance speech recognition sys-
tems is to use very large training sets for parameter estimation of the
acoustic models. For some tasks, such as the automatic transcription
of broadcast data, it is fairly easy to obtain thousands of hours of
audio data from radio and television shows. However, in order to
train the acoustic models word level transcriptions are also required.
Hence the major cost of using large amounts of broadcast data is the
provision of accurate manual transcriptions.

In some cases, approximate manual transcriptions, such as closed
captions, are available, These approximate transcriptions can be used
with lightly-supervised training [1] in which a biased language model
is created from the approximate transcriptions and used to recocog-
nise the audio data. This leads to low error rate semi-automatic
transcripts which yield good performance for hidden Markov model
(HMM) parameter estimation using both maximum likelihood (ML)
and discriminative parameter estimation [2]. However, in other cases,
for instance for broadcast news transcription from Arabic and Man-
darin, even approximate transcriptions are not available. In these
scenarios, unsupervised training techniques need to be used.

Two strategies may be used for unsupervised training. The stan-
dard approach is to automatically recognise the audio using a seed
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model. A method of data selection can be applied to remove data
that is believed to be poorly transcribed. The selected data are added
to the original training dataset to update the acoustic model and op-
tionally the language model [3, 1, 4]. An alternative strategy, based
on the theory of active learning [5], is to automatically select a small
amount of data which is believed to be poorly recognised data for
manual transcription to supplement the fully automatic transcripts:
this is referred to here as directed manual transcription. The under-
lying assumption is that the inclusion of correctly transcribed high-
error rate data is likely to be more useful for improving the quality
of the acoustic model.

State-of-the-art speech recognition systems make use of discrim-
inative objective functions such as the Minimum Phone Error (MPE)
criterion [8]. However most previous studies of unsupervised train-
ing have examined only ML estimation of HMM parameters using
the standard unsupervised training approach, although unsupervised
discriminative training has been investigated in [9, 4]. Since, dis-
criminative training aims to reduce the difference between the recog-
nised output and the (assumed) “correct” transcription, it is unsur-
prising that it is far more sensitive to the accuracy of the transcrip-
tions than ML training [4]. This sensitivity may restrict the range
of data types which may be successfully used. In the Mandarin
transcription task, since Broadcast Conversation (BC) data is more
poorly transcribed by the seed model than the Broadcast News (BN)
data, the reduction in character error rate (CER) relative to that from
supervised training is far smaller for BC data than BN data [4].

This paper examines the use of the directed manual transcription
strategy for unsupervised discriminative training for the transcription
of Mandarin BN and BC data. Section 2 gives details of the unsu-
pervised training procedures, Section 3 describes the experimental
setup and then Section 4 gives experimental results for both ML and
MPE trained models with varying amounts of fully unsupervised and
manually transcribed data.

2. DIRECTED MANUAL TRANSCRIPTION

This section briefly describes the general procedure used for unsu-
pervised training with directed manual transcription. The general
setup is based on that described in [4] which includes: initial seg-
mentation of the unsupervised data; automatic transcription genera-
tion; data selection; and use in ML and MPE training.

The segmentation/clustering stage creates and clusters speech
segments from the raw audio for recognition and unsupervised adap-
tation. The procedure used is the same as described in [10]. First,
commercials are removed by detecting repeated blocks of audio data.
The data is segmented into homogeneous speaker/acoustic condition
blocks and any audio labelled as music discarded. Finally, gender

Unsupervised Training with Directed Manual Transcription for  
Recognising Mandarin Broadcast Audio 

PREPRESS PROOF FILE CAUSAL PRODUCTIONS1



detection and speaker clustering are performed.
The initial transcription for the data without manual transcripts

is generated using a multi-pass decoding framework with MPE mod-
els trained on about 186 hours of data. In these training data, Man-
darin BN data predominates, and about 11 hours of English data is
included which along with an appropriate language model and word
list allows the system to generate both Mandarin and English output
as appropriate. A two-pass (P1-P2) decoding setup is used which
is the same overall design as for the lattice generation stage in the
full CU multi-pass recognition system [10], The P1 stage generates
an initial transcription which is used in the generation of adaptation
transforms for each of the segment clusters. Lattices are generated
using the adapted models with a trigram language model. These lat-
tices are then rescored using a 4-gram language model and confusion
network decoding used to generate the final output and a confidence
score for each recognised word. It is worth noting that in this work,
36 component MPE models trained on the 186 hours of data are used
in the P1-P2 decoding. This is slightly different from [4], where 16
component models were used.

To perform lattice-based MPE training, it is necessary to gen-
erate lattices corresponding to both the “correct” transcription (“nu-
merator” lattices) and “denominator” lattices that correspond to out-
put of a recognition system. The denominator lattices are generated
using the ML model trained on all data including the unsupervised
data and a heavily pruned bigram model.The numerator lattices are
generated by aligning data with the same ML model to the initial
automatic transcription. Note that it is the use of a non-adapted ML
model and a simple language model that yields a difference in recog-
nition performance between the assumed correct recognition output
and the 1-best string from the denominator lattices. For the case of
directed manual transcription, the denominator and numerator lat-
tices for the selected data are regenerated before MPE training.

To select which shows to manually transcribe, the show-averaged
confidence scores are used. First any audio broadcast which is be-
lieved to not contain Mandarin is detected based on the show-averaged
confidence score and the percentage of English words recognised [4]
and removed. The show-averaged confidence scores are calculated
by averaging the word level confidence scores:

CS =

P
W∈S

CWTW
P

W∈S
TW

where CS is the show level confidence score of show S , CW is the
word level confidence score of word W , TW is the duration of the
word. A threshold on CS is set to split the unsupervised data into
two parts: shows with CS lower than the threshold are selected to be
manually transcribed, otherwise the automatic transcription is used.

For all experiments on HMM training, the 36 component ML
system trained on 186 hours of data is used as the starting point.
The extra data (either in fully unsupervised mode or with directed
manual transcriptions) are then added to the original training data to
update acoustic model parameters. ML training is then performed
which also acts as the initialisation for subsequent MPE training.

3. EXPERIMENTAL SET-UP

3.1. Baseline acoustic model

The baseline acoustic model, S0, is the same as the baseline used in
[4], which was trained on the 186.4 hours of manually transcribed
data. This consists of 155.6 hours of Mandarin BN data, 19.6 hours
of BC data, and 11.1 hours of English data including 10 hours of
randomly selected TDT4 English data. The basic acoustic features

for all the recognition system were 13 cepstral coefficients (includ-
ing energy) derived from MF-PLP analysis and segment level CMN.
The static cepstra were appended with 1st, 2nd and 3rd order deriva-
tives to form a 52-dimensional feature vector and then projected us-
ing a HLDA transform to 39-dimensions. Pitch was extracted, and
added to the feature vector along with its 1st and 2nd order deriva-
tives. State-clustered triphone HMMs, with 6K distinct states and an
average of 36 Gaussian components per state were used. The same
decision tree and HLDA transform was used for all systems in this
paper. The total number of Gaussian components per state was also
kept fixed at an average of 36.

3.2. Baseline language model

The baseline language model was the same as used in [4]. All text
was processed using a simple character to word segmenter based on
a longest-first match. The multi-character word-list for this consisted
of about 51K words. The total word-list, including single-character
Mandarin words and the 10K most frequent English words, was 68K
in size. The language models used in these experiments were trained
using various sources including the LDC Chinese Gigaword release;
web download data and audio data transcripts used for the S0 model.
Three separate LM components were built and interpolated to con-
struct the baseline language model. The first trained on Gigaword
and broadcast news sources used about 1074M words of text, and
was interpolated with a general English LM in a ratio of 9:1. A BC
component, comprising only of the transcriptions for the 19 hours of
BC data was trained on 0.24M words. Finally an additional compo-
nent built using web-data from Phoenix TV (PHX) 1 was built which
contained 64M words after ensuring there was no overlap with any
of the test or unsupervised data. This data was found to be suitable
for both BN and BC transcription. Word-based trigram and 4-gram
LMs were then trained for each source and interpolated and merged
to form the final model.

3.3. Test datasets

The test sets used to evaluate the systems are bnmdev06 and bcmdev05.
bnmdev06 comprises 3.6 hours of data taken from a range of BN
sources. It includes some of the standard existing test sets described
in [10], dev04f, eval03m and eval04. In addition a more recent
set of 4 shows taken from July-October 2006 were also included.
The test data for BC, bcmdev05, comprises 2.5 hours of data taken
from 5 BC shows broadcast during March 2005.

3.4. Unsupervised training dataset

The dataset used for unsupervised experiments, after segmentation
and Mandarin show detection, consists of 318.1 hours of data: 185.6
hours of BN and 132.5 hours of BC. For these data, LDC provided
(quick) manual transcriptions although these were not used in pure
unsupervised training experiments, but some of these transcripts were
used in the experiments on directed manual transcription and the
contrasts with supervised training. Including the non-Mandarin shows,
there was a total of 327.6 hours of data: 187.6 hours of BN and 131.1
hours of BC.

3.5. Data Selection

The baseline models, S0, were used to generate the initial transcrip-
tions with confidence scores. To examine the difference between BC

1The Phonenix data was kindly made available by SRI-UW-NTU
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and BN data, with a similar decoding configuration, the S0 base-
line models were used to recognise bnmdev06 and bcmdev05.
This should give an indication of expected accuracy of the automatic
transcriptions for the unsupervised data. It has been found that the
performance on bcmdev05 had approximately double the error rate
of bnmdev06 [4]. Therefore, the automatic transcription of the un-
supervised BC data should be significantly worse than for the BN
data: this can also be demonstrated by comparing the confidence
scores of BC and BN data.
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Fig. 1. Confidence score distribution of BC and BN data.

Figure 1 shows the confidence score distribution for the recog-
nised BC and BN data. The distribution is clearly bimodal, and the
BC data generally has lower confidence scores than the BN data. As
described above, show based confidence scores are used to select the
data to be manually transcribed. Table 1 gives the different thresh-
olds used in the experiments2.

Conf. Man. Trans. (hr) Auto. Trans. (hr)
Thresh. BC BN All BC BN All

0.00 0.0 0.0 0.0 132.5 185.6 318.1
0.76 28.3 0.5 28.8 103.7 184.9 288.7
0.80 58.1 0.8 58.9 73.3 184.6 257.9
0.85 101.9 5.4 107.3 28.8 180.1 208.9
1.00 131.1 187.6 327.6 0.0 0.0 0.0

Table 1. Summary of data selection

The different thresholds for manual transcription, and the corre-
sponding amounts of manually and automatically transcribed data
are shown in Table 1. Note that the contrasts with no manually
transcribed data (threshold=0.0) and all added data is manually tran-
scribed (threshold=1.0) are also shown.

From Table 1, it can be seen that for the selection thresholds
used, BC data dominates. This is consistent with Figure 1 as BC
data normally have lower confidence scores. Therefore, confidence
score based selection implicitly performed BC/BN show selection.

2One show was automatically detected as being primarily non-Mandarin
speech. This show was removed from the data used for automatic transcrip-
tion.

4. RECOGNITION RESULTS

All recognition results in this section use either ML or MPE trained
acoustic models with unadapted single pass decoding.

4.1. Unsupervised Acoustic Model Training

Table 2 shows the performance of various systems using ML and
MPE training. The baseline language model was used in decoding.

Conf. bnmdev06 bcmdev05
Thresh. ML MPE ML MPE

S0 15.1 13.6 29.3 25.4
0.00 13.8 12.0 27.7 24.8
0.80 13.5 11.7 26.9 23.6
1.00 12.8 10.5 26.1 21.8

Rand. 13.5 11.6 27.2 23.8

Table 2. %CER of Unsupervised and directed manual transcriptions.
Rand indicates that 58.5 hours of data was randomly selected for
manual transcription.

From Table 2 it can be seen that, with ML training, complete use
of automatic transcriptions (thresh=0) led to similar absolute reduc-
tions in CER for both BN and BC data: 1.3% for bnmdev06 and
1.6% for bcmdev05 compared to the S0 performance. In contrast,
for MPE training, the gain on bcmdev05 was only 0.6%, which is
less than half of that on bnmdev06 (1.6%). This demonstrates that
the higher error rate for BC data can significantly affect the perfor-
mance of unsupervised discriminative training. For MPE, the pro-
portion of the reduction in CER when using full manual transcrip-
tion (thresh=1.0), on BN is 57%, while on BC only 17%. If manual
transcripts for 58.9 hours are used (thresh=0.8) i.e. 18% of the data,
then the proportions become 61% for BN and 50% for BC. Note that
the performance on BC data outperforms the use of a randomly se-
lected subset of data of approximately the same size (Rand. in Ta-
ble 2), while the performance on BN data is very similar with either
the directed set or the random set which shows that adding manual
transcriptions for lower confidence shows is preferable to random
selection.

Conf. bnmdev06 bcmdev05
Thresh. ML MPE ML MPE

0.00 13.8 12.0 27.7 24.8
0.76 13.6 11.8 27.5 24.3
0.80 13.5 11.7 26.9 23.6
0.85 13.3 11.5 26.7 22.7
1.00 12.8 10.5 26.1 21.8

Table 3. %CER of Unsupervised and directed manual transcriptions
with varying levels of directed manual transcription.

Table 3 compares the use of thresholds of 0.76 (28.8 hours) and
0.85 (107.3 hours) with directed manual transcription in addition to
the 58.9 hours. It can be seen that the reductions in CER increase as
more data is added at the cost of producing the additional transcripts.
Taking systems with complete automatic transcription as the base-
line, adding 9% manual transcripts yields 17% of the CER reduction
from using the full set of manual transcripts for MPE models on BC;
18% selected data yields 40% and 33% manual yields 70%. Note
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that since the automatic selection favours BC data, the performance
on BN data does not increase so quickly.

4.2. Alternative Training Strategies

S0 + (hrs) bnmdev06 bcmdev05
Man. Auto. ML MPE ML MPE

0.0 0.0 15.1 13.6 29.3 25.4
0.0 257.9 13.6 12.0 27.9 24.8
0.0 318.1 13.8 12.0 27.7 24.8

58.9 0.0 14.7 12.7 26.7 23.1
58.9 257.9 13.5 11.7 26.9 23.6

Table 4. Comparison between training strategies when adding 58.9
hours of directed manual transcripts

Table 4 gives a comparison between different strategies of train-
ing using confidence score based selection with threshold 0.80. The
first row gives the baseline S0 performance, and the third row use
of completely unsupervised data. The second line is a show-level
version of the segment-level selection strategy in [4]. For the ML
systems the removal of the low-confidence shows, mainly BC data,
improves the BN performance but degrades the BC performance.
For the MPE systems the use of the low-confidence shows gave no
difference in performance, The fourth row only added the data with
directed manual transcription (i.e. no fully unsupervised data), and
the final row adds in both the manual and automatically transcribed
data. For BN data it is clear that adding the automatically transcribed
data is beneficial while for BC data it is slightly better to only add
in the manually transcribed data: this again illustrates the issues of
unsupervised discriminative training with fairly high error rate tran-
scriptions.

4.3. Unsupervised Language Model Training

Once the transcriptions, either automatic or manual, are generated
for the audio, they can also be used for language modelling. The ba-
sic procedure is to build separate language model components for the
manual and/or automatic transcriptions and then interpolate among
the newly built components and the three language model compo-
nents described in section 3. Table 5 shows the performance of in-
corporating unsupervised data with 58.9 hours of directed manual
transcriptions for both acoustic and language model building.

Update
bnmdev06 bcmdev05
ML MPE ML MPE

— 15.1 13.6 29.3 25.4
AM 13.5 11.7 26.9 23.6

AM+LM 13.4 11.6 26.9 23.4

Table 5. %CER of Unsupervised Acoustic Model and Language
Model Training for the 0.80 confidence threshold system.

Comparing the numbers in Table 5 to the corresponding numbers
in Table 2, adding the unsupervised data to the language model gives
further small improvements of up to 0.2%. Compared to traditional
unsupervised training, on bcmdev05, with 18% data manually tran-
scribed, it was possible to obtain 43% of the MPE gain when using
the complete manual transcription.

5. CONCLUSIONS

In traditional unsupervised training, automatic transcription is used
for both ML and discriminative training. However, the performance
of unsupervised discriminative training can be poor if the initial
recognition system does not have a low enough error rate. In this
paper, directed manual transcription is used to partially address the
problem. Show-level confidence scores are calculated and a small
number of shows with low confidence scores are selected for manual
transcription. The manual transcription is then used together with the
automatically transcribed data for both ML and MPE training. The
performance of direct manual transcription with ML and MPE train-
ing was evaluated on a Mandarin broadcast transcription task. Ex-
periments showed that incorporating directed manual transcription
can significantly increase the reduction in error rate for MPE esti-
mated models for BC data compared to the traditional unsupervised
approach. It is shown that the confidence score data selection can
outperform random data selection. With more data manually tran-
scribed, the MPE gains on both BC and BN increase although since
the selection procedure automatically chooses more BC data the per-
formance increase on BC is more rapid. It is also shown that for the
BC test data it is slightly preferable to only include the additional
manually selected data in training, although for BN including all the
unsupervised data is clearly beneficial. Finally it is shown that small
additional improvements in performance result from including the
unsupervised and directed manual transcriptions in language mod-
elling.
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