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Abstract

In this paper we explore features for text detection
within images of scenes containing other background ob-
Jjects using a Support Vector Machine (SVM) algorithm.
In our approach, the Haar-like features are designed and
utilised on banks of bandpass filters and phase congruency
edge maps. The designed features with SVM leverages the
properties of text geometry and colour for better differenti-
ation of text from its background in real world scenes. We
also evaluate the contributions of the features to text detec-
tion by the SVM coefficients, which leads to time-efficient
detection by using an optimal subset of features.

1 Introduction

The recognition of text has numerous applications such
as assisted reading for the visually impaired, machine lan-
guage translation [1, 2], and machine reading for robotic
and automated systems that need to interact in a human ori-
ented environment, such as intelligent vehicle driving sys-
tems [3]. Text recognition in cluttered images poses three
challenges: firstly to detect areas of text amongst other
objects; secondly, the rectification of text and finally, text
recognition by OCR. Within the class of text objects in im-
ages of natural scenes there is a large intra-class variability.
Text can be found in many sizes which are not necessarily
related to the size of nearby objects or cues. Text can be of
many different fonts, thickness, styles and colours. Though
many characters share common features, the character set in
most languages is large as a recognisable difference in char-
acters is a necessity for distinguishing between letters. Text
in natural scenes could be distorted in imaging due to per-
spective and affine distortion, a consequence of the imaging
process and also as a result of the geometric layout of the
text itself. Once the position of the text is identified and its
boundaries defined, the text can be rectified to remove all
distortions. Subsequently, any common OCR system can
read the text. In this work we focus on the detection of text
in complex scenes.

There are a number of approaches for detecting text in
images. Many studies have focused on text detection on
the images of documents taken by a scanner or camera [4].
Such images have very simple backgrounds. Various tech-
niques have been also developed for text detection in clut-
tered scenes, but their performance typically relies on im-
age segmentation [5]. When text strokes appear narrow or
in low contrast to their background, it is hard to obtain good
segmented text regions for text detection in the previous
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methods. Chen and Yuille have tackled challenging scenes
where there is text in many different sizes and background
is highly cluttered [6]. It has been shown that the Haar-like
box features in a boosted classifier yield accurate and fast
text detection.

Here we examine a specific method that uses an SVM
algorithm and the Haar-features suggested by Chen and
Yuille [6], extend them with the inclusion of banks of band-
pass filters and edge maps in order to evaluate features that
best define text. We show that using the extended features
greatly improves the text detection accuracy. Evaluation of
the features has been performed by the feature histograms
and the SVM coefficients. Our method has been designed
with Latin characters in mind but can easily adapted to learn
other character systems.

The remainder is organised as follows: Section 2 briefly
reviews SVM algorithm. The proposed input channels, fea-
ture extraction and selection methods are explained in Sec-
tion 3,4 and 5 respectively. Section 6 presents the SVM
implementation. Results are given in Section 7 and conclu-
sions are drawn in Section 8.

2 SVM algorithm

The SVM algorithm learns a classifier that will allow us
to classify text from non-text samples that have been vec-
torised into an array of n-features. We will describe our
process of feature extraction in the following section after
we give an overview of the SVM algorithm. Given a set of
text and non-text feature vectors we can describe the SVM
algorithm as follows: let {f!, '}, with f! € R" and g’
a scalar assuming values of either 41 or —1, represent m
sample points in an n-dimensional feature space ¢p. We des-
ignate +1 to identify text samples, while —1 is for non-text
samples. SVM finds an optimum hyperplane ¢ that divides
the feature space ¢ into two regions that separates all the
f! points with (¢¢ = +1) from all the other points with
(¢ = —1). The hyperplane ¢ can be represented by a nor-
mal vector w € R™ together with a constant b such that |b|
is proportional to the distance of ¢ from the origin. The
closest sample points on either side of ¢ are referred to as
support vectors.

To find ¢ such that the distances to the support vectors
are maximised, it can be shown that £w - w should be min-
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Figure 1: Images for training and testing (left) consist of red, green and blue channels which are then transformed into hue
and intensity channels (centre). Filters are applied to the channels to produce 28 new channels (right).

l

with respect to Lagrangian multipliers o (I €

{1...m},al > 0). K(f' - f*) is known as the ker-
nel function. The kernel function can take many
forms, for example a linear kernel is defined as
K(f' - f*) = f' . f* while a gaussian kernel takes

the form K (f' - £*) = exp (—||f - £¥||/20%). Polynomial
and other non-linear kernels are possible.

It is evident in equation (1) that the training features set
and its labels determine . The value of o from the max-
imisation determines the hyperplane with

w Zalglflandb w-fl—gl+

Cfor allC>a!>0. (2)
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The constant C'is introduced as a slack variable that defines
the degree of allowable classification error.

Any test point f* can be assigned a positive or negative
class label by determining which side of the hyperplane it
lies in.

3 Input channels

We propose a ‘patch-based’ text detector to identify re-
gions of high text likelihood in an image. We use a multi
channel approach to exploit geometric and textural char-
acteristics of text such as edges, corners, strokes and the
curves that make up the geometry of text. The apparent
‘texture’ of text in comparison to its background is another
useful characteristic. This is a three stage process consist-
ing of: sample preparation, feature extraction and finally
classification.

To make use of these characteristics we filter the training
database images by a set of 28 filters. We refer to each
filtered image as an input channel. The input channels we
have utilised are summarised in table 1 and an example of a
filtered image is shown in figure 1.

The input channel set consists of both banks of bandpass
filters and banks of phase congruency edge maps. Bandpass
filters are used to promote the prominence of text stroke
regions in the input images.

Phase congruency is used because as an edge detection
algorithm it is particularly robust against changes in illumi-
nation and contrast [7], both of which are highly variable
in images of text. Local maximal phase congruency in im-
ages indicates edges which are a highly significant feature
in text. During the calculation of maximal phase congru-
ency, directional and minimal phase congruency can also
be calculated with minimal further computation. Minimal
phase congruency indicates corners which are a fundamen-
tal characteristic in text, while directional phase congruency
maps assist by giving further information about text stroke
qualities.

It should be noted that colour images are considered in
terms of both hue and intensity. Text is mainly defined
against its background. The contrast between foreground
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and background is often manifested as a hue difference in-
stead of, or in addition to, intensity differences.

Table 1: Input channels

Channel Al Phase congruency maxima of hue val-
ues
Directional phase congruencies of hue

values (four directions —

Channels A2-A5

{T7 \7 — |/ })

Channel A6 Phase congruency minima of hue val-
ues

Channel A7 Phase congruency orientations (in ra-

dians) of hue values
As above but of intensity instead of
hue values
7 bands of bandpass filters applied to
intensity values
Channels D1-D7 As above but applied to

(1 — intensity) values

Channels B1-B7

Channels C1-C7

4 Feature extraction

In the next step we extract and vectorise a set of features
for each sample patch. To do this we apply Haar-like box
filters to each of the sample patches. We make use of the
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Figure 2: Haar-like box features.

box features suggested by Chen and Yuille [6] but extended
with the inclusion of further filters designed to extract less
prominent text characteristics. A set of box filter responses
is determined from each of the 28 input channels extracted
for each sample.

The 164 features are derived from the 31 box filters
shown in figure 2. The feature set for each channel is listed
in table 2.

Haar-like features are widely used and their efficacy is
well documented. We have chosen to use means of box fil-
ters as they give a good representation of the response of
the channel filters in various blocks of the sample patch.
In addition they are very quick to calculate when utilis-
ing integral image techniques [8]. Standard deviation fea-
tures are used as they are an alternative representation of the
response of the channel filter blocks of the sample patch.
Thus for each sample patch both an integral image and an



Table 2: Feature definitions

Differences of mean and standard
deviation features based on Yuille
and Chen box features

Differences of mean and standard
deviation features of 18 blocks, de-
noted as ‘Extended features’ in fig-
ure 2 (intended to help learn locali-
sation)

The negative values of features (1-
82)

Features 1-24

Features 24-82

Features 83-164

integral square image is calculated for each of its chan-
nels (28 x 2 x N9 samples in all). Though requiring
more computation than mean features, quick calculation
can still be performed by using integral squared images.
Since standard deviation is defined as sz\;(xz — 7)? and
SN (2 —3)% = [N, 22] - N2 we can make its calcu-
lation more efficient by pre-calculating Zfil x? as an inte-
gral image from squared pixel values.

T g

164 differences of mean and std. dev. per channel
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Figure 3: Feature responses are derived from sample

patches taken across 28 channels. From the patches Haar-
like box filters yielding mean and standard deviations. The
differences of combinations of boxes results in 164 feature
responses per channel. The total number of features calcu-
lated for each sample patch is 4592.

5 Feature Evaluation

The benefit of particular features or channels of features
can be evaluated in a number of ways. We will consider two
of these: feature histograms and SVM ‘weightings’.

To evaluate a single feature in isolation, we can create
histograms of the positive and negative responses of the
test set samples for that feature. By taking the Difference
Root Mean Square (DRMS) of the positive and negative his-
tograms, it is possible to gauge the relative separability of a
particular feature in comparison to other features. Figure 4
shows the DRMS values of the features calculated from our
training dataset. Since SVM allows features to contribute in
combination and not just individually, it is useful to evaluate
the contribution of particular features to the SVM classifier
as a whole.

We define a coefficient

m

Wi =) a'lfll.
=1

which provides an indicator of the contribution of each par-
ticular feature dimension ¢ to the definition of plane ¢.
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Figure 4: DRMS of features arranged per channel (features
1-82 of each channel shown). Darker boxes indicate greater
separability.

Therefore features with high values of W; play a larger role

SVM weights (W)
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Figure 5: SVM weightings arranged per channel (features
1-82 of each channel shown). Darker boxes indicate greater
separability.

in determining the classifier and can be considered more
useful features. In figure 5 we have arranged the features
in channels for easy comparison. We observe that all chan-
nels make contributions to the final classifier, whereas some
box filter types are weaker than others. It can be noted that
standard deviation features contribute more to the classifier
than the mean features.

6 SVM implementation

For the implementation of text detection using SVM we
require a database of labelled training data. In our imple-
mentation, the database we use consists of images with text
regions labelled by bounding boxes. The bounding boxes
are parallel to the image edges and thus may contain areas
of non-text if the text is rotated with respect to the bounding
box.

Positive (text) and negative (non-text) patches are sam-
pled from the training database images. Positive patches
are gathered by taking a sliding window across the bound-
ing boxes of text with a fixed overlap (we have fixed our
overlap to 30%). Negative patches are sampled randomly
across the image at various randomly determined sizes, but
do not contain or intersect any text-bounding-box beyond a
defined overlap area (see figure 6). Subsequently the feature
responses are normalised to bring the mean of each feature
to 0 and its standard deviation to 1. These normalised fea-
tures are fed to the SVM algorithm along with their class
(text or non-text) labels. We use the SVM algorithm dis-
cussed in section 2 to create classifier model from the train-
ing data. In our work we make use of a linear kernel, as it is
quickly computed and as we will show later, together with
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Figure 6: Sampling of positive and negative patches

the use of a soft margin, we can find a good separation for
our data. The model can now be used to classify test image
patches as text or non-text. The training and testing stages
we have discussed are summarised in figure 7.

Text image
database

28 input
channels of
filtered image(s)

Testing ——

Training m==

Classifier learnt
from SVM

Normalised
feature
responses

Positive and
negative patches
from all
input channels

Features from
box filters

Patches
collected from
several scales

Classified text
patches from
learnt SVM

Figure 7: Training and testing stages in the patch based text
detector.

7 Results

Training data are obtained from a database of images
containing text as used by the ICDAR reading competition
[9]. 125 images are randomly chosen from the training set
and used for training. All 250 of the testing set images are
used for testing. We evaluate the efficacy of our trained
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Figure 8: ROC curves for combinations of channels gener-
ated wholly from the test data using our trained model.

classifier by examining the Receiver Operating Character-
istic (ROC) curve. The ROC curve is a plot of true positives
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versus false positives as the decision threshold is varied and
is calculated from classifying patches taken from the test as
distinct from the training dataset. The test patches were ex-
tracted in the same manner as the training patches. As we
can see in figure 8, by training the classifier with different
combinations of channels, it is evident that as we increase
the number of channels used the quality of the classifier
improves significantly. The maximum phase congruency
channel can be considered similar to the edge detected in-
put images used by Chen and Yuille [6]. Figure 9 shows
the correctly classified text patches, taken from our testing
dataset, using firstly the multi-channel approach we have
proposed and then only the single maximum phase congru-
ency channel.
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Figure 9: Detected text patches, shown by white bounding
boxes, using the multi-channel classifier (left) and single
channel, maximum phase congruency classifier (right).

8 Conclusion

We have implemented a text patch classifier using fil-
ters and features specifically designed to extract text com-
ponents. Our classifier was learnt through an implementa-
tion of the SVM algorithm. We can conclude that targeted
multiple image channels improve text classification notice-
ably. By observing the SVM weightings we can see that
features across most channels contribute to the final classi-
fier and thus assist in the detection and localisation of the
text we are seeking to recognise.
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