






















Version IB/2

3 (a) This network follows a typical architecture for a CNN. However, instead of
using explicit pooling layers it uses convolution with stride two.

Convolutional stage.

Convolutional layers CONV1-4 extract translation invariant features from an image.

Non-linear stage.

The use of non-linear activation functions such as Rectified Linear Unit (ReLU) enables
the network to learn complex (non-linear) decision boundaries.

Pooling/subsampling stage.

The convolutional layers CONV1 and CONV3 perform image subsampling in order to
encourage learning of feature hierarchies and to reduce number of parameters. They act
as learnable weighted average pooling layers.

Fully connected layer

The fully connected layer FC1 forms final features of our proposed network. Note that
FC1 layer features are not translation invariant.

Parameter calculation

Detailed calculation of the output shape (OS) of each layer and the corresponding number
of parameters (P).

(CONV1, K = 5 ⇥ 5, S = 2, C = 16, P = 2, A = ReLU) - OS = 16 ⇥ 16 ⇥ 16, P =
5 · 5 · 1 · 16 + 16 = 416. (CONV2, K = 3 ⇥ 3, S = 1, C = 32, P = 1, A = ReLU) - OS =
16 ⇥ 16 ⇥ 32, P = 3 · 3 · 16 · 32 + 32 = 4640. (CONV3, K = 5 ⇥ 5, S = 2, C = 64, P = 2, A
= ReLU) - OS = 8⇥ 8⇥ 64, P = 5 · 5 · 32 · 64 + 64 = 51264. (CONV4, K = 3⇥ 3, S = 1, C
= 128, P = 1, A = ReLU) - OS = 8 ⇥ 8 ⇥ 128, P = 3 · 3 · 64 · 128 + 128 = 73856. (FC1, C
= 128, A = Linear) - OS = 128, P = 8 · 8 · 128 · 128 + 128 = 1048704.
Total number of parameters: 1178880.

[20%]
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(b) (i) In a Siamese network setup the same network is applied to a pair of training
images points, �1 and �2. A 128-dimensional embedding vectors 5 1 2 '

128 and
5
2 2 '128 are obtained for each image.

The contrastive loss is used to train this network. It is defined (for a single pair of
inputs) as follows:
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, B = 0 is a pair is of images of the same person and

B = 1, otherwise. � is a margin parameter.

At test time the a single image is used to obtain its embedding vector and find the
nearest neighbour in the database of the embedding vectors computed from face
images of known individuals. [10%]
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3,(8, 9 ,2)H8, 9 ,2. Here (8, 9 , 2) - is an single value index corresponding to
the output unit H8, 9 ,2 in the CONV4 layer.

We also denote 0>,H>, 5 >, where > 2 {1, 2} to be the intermediate outputs of the
Siamese network for the first (> = 1) and second (> = 2) pair respectively.
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(iii) (1) It seems the network is failing to generalise, hence a couple of dropout
layers should be used in between the convolutional networks. The dropout layer
works by multiplying each input unit by 0 with a probability, U (e.g. U = 0.5). At
test time usually drop out is not used so the dropout layer should scale its input by
multiplying it by U.

(2) The increasing brightness of images may have a multiplicative effect on the
embedding vectors hence they should be normalised (ie. similar to SIFT feature
descriptors). [15%]

(c) Advantages and disadvantages.
(1) Advantage: modelling long range correlations. The attention operation considers
all the input pixels when producing each output value. This allows to the full size receptive
field from the very start of the architecture. This may allow to easier capture the long range
correlations, e.g. such as a specific distance between the nose and eyes. This information
may be captured only after quite a few layers in a typical convolutional network, potentially
requiring deeper networks with more parameters to solve the same problem.

(2) Advantage: input to the transformer networks are unstructured sets.
CNN’s assume that the data is presented on some fixed grid. This may not be the case for
many types of inputs. E.g. if one wanted to integrate other information along with the face
image such as a recording of a voice of a person, it can be seamlessly performed by just
concatenating the input of the rgb image pixels and chosen representation of sound. Also
transformer architectures can be more efficient in leveraging sparse input (e.g. if one uses
only edges or face landmarks for face recognition) since they would only use the number
of input data points provided as opposed to the full size grid.

(3) Disadvantage: quadratic time and space complexity in terms of input size. A
vanilla transformer network built of MHA and Layer Normalisation layers would have
a quadratic cost in the input size (e.g. (,�)2 which may be prohibitive for many
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applications. The time/space complexity in convolutional networks is much smaller
,� 

2 where  is the convolutional kernel size. This drawback of transformers can be
address by for example projecting the input into a smaller dimensional space as done by
the linear projection layer in the ViT. [10%]

(d) Pre-training and data
Since the dataset containing the group image segmentation/recognition information is
relatively small, we first train the original network in Fig. 1. Note that the original training
setup is likely produce a network which is sensitive to recognising faces that are not well
centered. Hence we may include crops of the original images where the center pixel is
near the edge of the face with the correct identity. The newly added part of the image can
be filled in with random noise, uniform color (e.g. black) or crops of background from
the provided dataset.

Architecture. The architecture shown in Fig. 1 is adapted by: replacing the final fully
connected layer with the deconvolution layer without a non-linearity which upsamples the
output from 8 ⇥ 8 ⇥ 128 to 32 ⇥ 32 ⇥ 128. This makes the network fully convolutional,
hence - very efficient in producing per pixel 128-dimensional embedding vectors. During
the finetuning stage the rest of the network of Fig.1 is initialised with pretrained weights
and are frozen. Only the the deconvolution layer parameters are trained.

Test use. At test time we find the closest embedding in the database to each pixel in the
image to produce a per pixel face identity label. To speed up this step the per-pixel
embeddings may be clustered (e.g. using mean-shift) and only cluster centers used to
retrieve the identity.

Objective function and fine-tuning. As with image-level face recognition task, the
contrastive loss is used in the fine-tuning stage. However, it should be applied per pixel
and not for the whole image.

Also there is a slight change in the sampling procedure for negative and positive pairs. In
the fine-tuning stage for each pixel we take a positive or negative example by randomly
sampling any pixel in the batch of image which has the same or different label id. The
background pixels can be grouped into their own class in order to not only be able to
recognise face pixels but also segment out a background class.

Colour normalization, rotation, horizontal flips, random crops and scales, colour jitter,
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randomized contrast and brightness and other data augmentation techniques can be
employed.

Also it is important to note that all geometric (e.g. rotation, flip, etc.) augmentation steps
performed on the input image should be applied on the corresponding target per-pixel class
label images.

[20%]
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