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A Thousand Words

The old adage that an image is worth a thousand
words is actually quite accurate. In this lecture we
are going to discuss one of the practical uses for
the detectors and descriptors you have been learning
about in the past two weeks: category recognition.

Category recognition is the task of looking at some-
thing (in our case, an image) and determining what
category it belongs to. We’re going to discuss how
turning an image into a thousand words makes that
possible. Before we can talk about that though, we
have to learn about histograms.
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Word Histograms

Researchers in textual analysis and data mining were
faced with a problem. They needed a way to rep-
resent documents so that similar documents could
be easily retrieved from a large database. Doing
full-text searches was out of the question, and so
they needed a compact representation of a document
which could be easily stored and matched against a
query. Most importantly, whose size was indepen-
dent of document length. In short, they needed his-
tograms.
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Mystery Document 1
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Mystery Document 2

By building a word histogram which counted the
occurrences of common words in a document, they
found a solution to their problem. Not only did this
allow the matching of similar documents, it also al-
lowed documents to be sorted into categories by look-
ing at which words were most prominent.
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TF/IDF

There were two unresolved issues, however. The first
was that documents had vastly different lengths and
thus varying count magnitudes for each bin, and the
second was that particularly common terms (such as
“person”, “place” or “thing”) were dominating the
histograms and drowning out words whose presence
was more meaningful. The solution to the first was
term frequency, and the solution to the second
was inverse document frequency. Together,
they made word histograms even more useful.

Term frequency (Tf) is the normalized occurrence of
a word i in document d

tfi =
nid

nd

where nd the total number of words in the document.
Inverse document frequency, on the other hand, mea-
sures how many documents contain the word, ni,
compared to the total number of documents in the
database, N .

idfi = log
N

ni

By multiplying the two together (tfidfi = tfi×idfi)
the resulting term is invariant to document length
and stresses rare terms over common terms. With
this refinement, word histograms showed remarkable
success for document categorization and retrieval.
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Visual Words

Computer vision scientists copied these concept for
use in image categorization and retrieval. The prob-
lem, however, lay in finding a way of turning an im-
age into a thousand words. Thus, the concept of the
visual word was born. What is a visual word?

A word consists of two parts: a symbol, and a defi-
nition. The symbol is the collection of letters which
acts as a marker within a document that points to
its definition. When we determine which words are
similar, we do not compare their symbols. Rather,
we compare their definitions. What two things have
you learned about in the past few lectures which cor-
respond to symbol and definition?
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The Symbol

Feature detectors play a role in images which is sim-
ilar to the role played by groups of letters on a page,
in that they are interesting markers which can be
found in many images. In the most common im-
plementation of visual words, the detector used is a
blob detector. The beauty of a blob detector is that
it fires at the centers of objects at an appropriate
scale for that object.

* =
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The Definition

Feature descriptors play the role of definition to the
interest points detected by feature detectors. They
describe the area around an interest point in a way
which is determined by the contents of the image
and which is similar in different images of the same
thing. For example, a detector which fired at bicycle
wheels (such as a blob detector) would have a sim-
ilar descriptor in different images of bicycles. The
descriptor most commonly used is the SIFT descrip-
tor.

The SIFT (Scale-Invariant Feature Transform)
descriptor is an orientation histogram-based descrip-
tor, and is based upon describing the edges in the
neighborhood of an interest point in a way which is
robust to translation, rotation and scale.
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Building a Dictionary

Now that we have a way to extract visual words from
an image, we need a dictionary. In textual analysis,
this was the easy part: buy a dictionary. We have
a different problem, in that we need to compile a
dictionary given the raw language. When building
a text dictionary, you first do a survey of all the
words in use and then find a public consensus of their
definition. If we have a database of images, then we
have the survey; what we need is to determine the
consensus of their definitions.

To do this, these words first have to be grouped into
sets of synonyms which have the same definition.
Once we have these groups, we need a method of
determining which group a new word belongs to. All
we have to work with are the feature descriptors,
which take the form of real-valued vectors which (we
assume) can be compared using Euclidean distance.
We need to divide these vectors into groups which
are similar, essentially cluster them together. This
is a classic problem in machine learning, and we are
going to use a classic solution.
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K Means

K Means is the simplest, most efficient, and easi-
est to understand algorithm for clustering together
real-valued vectors that can be compared using a
Euclidean distance metric. This results in it being
the most commonly used algorithm for the task. We
start with a collection of data vectors, D, which have
each been randomly assigned to one of K clusters.
The algorithm consists of two steps, which are re-
peated until no vector changes membership.

1. Compute a cluster center, c for each cluster as
the mean of the cluster members.

2. Reassign each data point to the cluster whose
center is nearest.

This is guaranteed to converge and the result is a
set of data clusters and their associated mean val-
ues. For our purposes, these data clusters are the
synonym sets and their centers are the consensus
definition. The cluster centers are now a visual word
dictionary.
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Example Histograms

Here are some bicycle images and their associated
visual word histograms, using this technique.



Learning Categories

Now that we can create word histograms for indi-
vidual images, we can begin to examine what makes
them similar. We could cluster the histograms again,
but that is only one of the many options we have
available. The problem of determining the class or
category of a training example is the most common
one addressed in machine learning, and there are
many options. They all share certain characteristics.
First, each technique requires training data from the
categories it must learn. Second, there is an initial
process of learning which enables the technique to
then categorize new, unseen images. Some of the
commonly used techniques are:

• Nearest Neighbor

• Näıve Bayes

• Support Vector Machines

• Boosting

• Probabilistic Latent Semantic Analysis
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