面向多口音语音识别的声学模型重构
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摘要：该文提出了应用声学字典分作为附件到生成可靠口音相关单元的方法。基于可靠口音相关单元构造声学模型，并通过声学模型重构的方法将它们应用到标准普通话模型中，以改善普通话语音识别器对带多方言口音语音的识别效果。另外，还提出了语言增加性决策树融合及根据支配度选择 Gauss 混合 2 种方法来减少冗余的 Gauss 混合，从而提高了重构后的声学模型的效率，实验表明：该方法在不降低对标准普通话的识别率的前提下，对高、吴口音的绝对音节错误率分别下降了 9.25% 和 9.21%。
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Abstract：The acoustic likelihood score is used as a confidence measure to generate reliable accent-specific units and to merge such reliable accent-specific units through acoustic model reconstruction. The decision tree merge and acoustic model reconstruction efficiencies are improved by reducing redundant Gaussian components through an incremental decision tree merge procedure and selection of Gaussian components according to their dominance. Tests on Cantonese and Wu accents show that this approach yields significant 9.25% and 9.21% absolute syllable error rate (SER) reductions without degrading the performance on standard Putonghua.
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汉语中共有八大方言，即：官话、吴语、湘语、赣语、客家语、闽南语、闽北语以及粤语[1]。其中，官话是与标准普通话最为接近的一种方言，其他各种方言在声学发音以及语言学上都与标准普通话有着显著的差异。由于许多普通话使用者把普通话作为第二语言来掌握，他们的普通话发音不可避免地受到其方言母语发音的强烈影响[2]。相关实验研究指出，80% 左右的普通话使用者带有不同程度的方言口音[3]。由前所述，方言口音在汉语语音中是一个严重的问题。实践表明，当说话人带有某一种方言口音时，对标准普通话构造的语音识别器的性能往往会大幅下降。

口音相关单元 (accent specific unit) 常用来表征口音中的发音差异，并有多种使用方法。其中，用口音相关单元来扩展发音基元是一种被广泛采用的办法[4]。然而，引人的扩展发音基元以及带有多种候选发音的多发音字典往往会增加语音识别器的词汇混淆度。Oh 和 Kim 利用发音变异基元在最大后验概率 (maximum a posteriori，MAP) 和最大似然线性回归 (maximum likelihood linear regression) 自适应方法中生成额外的回归分类，从而改善了对带口音语音的自适应效果[1-4]。这类自适应方法的一个主要缺点是会不可逆地改变声学模型的参数，从而导致自适应后的模型不再适用于标准语音或其他口音。针对以上方法的缺点，Liu 和 Fung 提出了使用口音相关单元构造声学模型，并将这些模型通过声学模型重构及状态级发音模型等方式用作隐式模型[5-6]。这种方法不但同时对多种口音有效，而且在不降低系统对标准语音的识别效果。不过，这种方法如何选择恰当的口音相关单元，以及如何减少冗余的 Gauss 混合以保持恰当的模型复杂度方
面仍然存在着难点。

本文提出了使用声学似然分作为置信度来筛选可靠的口音相关单元的方法。基于筛选出的可靠口音相关单元来构造独立的口音相关声学模型，再利用决策树融合和声学模型重构的方法把这些模型融合到它们对应的基准普通话声学模型中。这样，可以在一个语音识别系统中同时处理多种方言口音，又不降低系统对标准普通话的识别率。另外，为了避免从口音相关模型中引入冗余的 Gauss 混合，与传统方法不同的是，本文提出了增量式决策树融合的方法，并根据发音变异的混淆度对对应的口音相关模型中引入不同数目的 Gauss 混合，从而对不同重要性的发音变异进行合理的区别处理。综合使用上面提出的方法，在不牺牲语音识别系统对基准普通话识别率的前提下，大幅改善了系统对多种方言口音语音的识别率，同时有效地控制了声学模型复杂度。与前期对某种口音发音变异进行分层，并使用自适应或上下文无关的状态级发音模型来优化声学模型的方法相比[1-4]，本文构建了上下文相关的发音模型，使得模型后的声学模型既保持对普通话的识别率，又能同时改善对多种方言口音语音的识别率。

1 汉语方言口音

各种汉语方言中的发音往往与普通话中的标准发音有着明显的差异。例如，语言学研究表明：粤语和吴语中分别只有 60% 和 70% 的发音与普通话的接近[2]。而且粤语和吴语之间的发音变异也异常显著，语言学家甚至把这两种方言在音系、词汇以及语法结构上视作 2 种不同的语言。不同汉语方言口音间存在着区隔和联系，本文使用粤语和吴语为例来说明这点。

在汉族语音识别系统中，通常使用声韵母作为子词单元(sub-word unit)来构造声学模型。一个声母通常对应于一个音素，而一个韵母可能由两个音素、二合元音或合元音。标准普通话中共有 22 个声母和 36 个韵母，而其他方言各有 26 个声母和 53 个韵母。吴语中则包含了 35 个声母和 41 个韵母[16]。这样，不同方言间的声母存在着显著的差异。例如，与普通话相比，粤语包含一个额外的后鼻音“ng”，并且粤语中“t”和“s”这两个声母的发音相同。吴语中的声母分成了清和浊 2 类。而普通话中只有清声母，比如普通话中的清声母“f”在吴语中则是浊声母。对于韵母来说，吴语的韵尾“n”与“ng”在音位上没有区别。另外吴语比普通话具有更多的单元音韵母，例如普通话中的韵母“an”对应了吴语中的“ae”、“oe”及“ie”这 3 个单元音韵母。粤语的韵母也比普通话的韵母结构更为复杂，相比于普通话仅有 2 种韵尾“n”和“ng”，吴语包含了“m”、“n”、“ng”、“p”、“t”和“k”这 6 种韵尾。

从上面的发音差异可以看出，母语是粤语或吴语的人在拼读某些普通话的声韵母时会遇到困难，从而导致音变的出现。本文把母语是某种方言的说话人在拼读普通话时带有的发音变异的共性称为方言口音。带有方言口音的普通话在不同程度上具有它们对应方言的发音的特点，如，当母语是吴语的说话人发普通话韵母“zh”的音时，他的发音很可能既像“zh”又像“j”。因此，仅使用标准普通话的声韵母无法完全表示带方言口音语音中可能遇到的所有发音。

虽然不同方言口音之间存在着差异，但也存在着一些相似性。比如，粤语和吴语都没有卷舌音“sh”，却都有“s”。这样，带粤、吴 2 种方言口音的普通话中都存在着“sh”到“s”的发音变异。于是，由于发音变异本身的复杂性，需要一种自动化的方法来找出 2 种不同方言口音间重叠的发音变异，以避免对相似变异的重复建模。同时，一个先后在粤语和吴语地区生活过的说话人可能带有这 2 种方言的混合口音。在极端情况下，混合口音发音变异的复杂性会导致“zhi”和“zi”这两个音节的整个分布[2]。因此，对多方言口音需要进行更加灵活的声学模型建模。

2 可靠口音相关单元的建立

口音相关单元通常被用来表示由口音产生的发音变异。设 B 是变异前的基准发音，S 是变异后的表象发音。一个典型的口音相关单元可以写作“B→S”[2]。使用规则或者数据驱动的方法，可以从 1 种口音中提取 1 套口音相关单元。因此，通过对多套口音相关单元进行联合建模，可以表示出多口音中发音变异的多样性。

2.1 生成可靠口音相关单元

为了获得口音相关单元，本文使用声韵母级别的人工标注作为基准发音序列; 同时使用自由基元识别[12]进行声韵母循环的识别。识别结果作为表象发音序列。使用基于动态规划的对齐工具(dynamic programming alignment tool)来获得基准发音和表象发音间的对齐序列[1]，进而得到口音相关单元的
所有可能候选。通常来说，这些候选的数目很多，而其中许多候选可能仅有很少的样本出现在对齐序列中，因此并不适合用来训练口音相关模型。本文丢弃所有出现次数少于30次的候选，把剩余的候选称作初始口音相关单元。初始口音相关单元中包含有真实的发音变异、数据和识别器错误，以及普通话中的固有混淆。本文通过参考普通话的混淆矩阵和语言学知识，从初始口音相关单元中筛选出真正的口音相关单元。部分被筛除的初始相关单元如下表所示。

表1 筛除的部分初始口音相关单元
| 基准发音 | zh s q p c b d a o a |
| 表象发音 | sh z t t t p d y e a n |

2.2 可靠口音相关单元

并非所有口音相关单元都适合用于声学模型重构。本文用图1来说明口音相关单元可靠性的重要。其中C是某一线的均值，P(C)是相应的输出概率。假设B和S是不同的发音基元；它们各自的声学模型都只包含一个Gauss混合，分别记做G_B(μ_B,δ_B)和G_S(μ_S,δ_S)，其中μ和δ是Gauss混合的均值和方差。X_b指代B的声学样本。易知当P(X_b|B)小于P(X_b|S)时就发生了误识别，X_b被错分为S，所有这些被错分的口音相关单元B→S的样本都位于图1中决策面(图1中虚线)的左边。当这些样本都聚集在图1中X_b附近时，由于P(X_b|B)与P(X_b|S)大小相近，通过对B的模型分布进行重构来使P(X_b|B)>P(X_b|S)是合理的。否则，当B→S的样本集中在X_b附近时，由于P(X_b|S)显著大于P(X_b|B)，说明S的许多样本也在X_b附近，因此对B的分布进行变形来使P(X_b|B)>P(X_b|S)，将会导致S的这些样本被错分为B，从而不可行。

假设Y_1,Y_2,…,Y_M是样本X的语音帧序列，则X属于基元B时的平均声学似然分定义为

\[
score(X, B) = -\frac{1}{M} \sum_{i=1}^{M} \ln P(Y_i | B). \tag{1}
\]

于是，用于选择可靠口音相关单元的置信度可以写为

\[
\frac{1}{N} \sum_{i=1}^{N} (score(X_i, B) - score(X_i, S)). \tag{2}
\]

其中：N是B→S的样本数目；score(X, B)和score(X, S)分别是基准发音B和表象发音S的声学似然分，这些声学似然分通过对基准发音序列和表象发音序列分别作对比前区来获得

表2列出了筛选出的部分粤口音的可靠口音相关单元。

表2 部分粤口音可靠口音相关单元
| 基准发音 | zh zh zh sh sh n d d c e i |
| 表象发音 | z s j s r l p p z u |

表3列出了实验中得到的部分吴口音的可靠口音相关单元。

表3 部分吴口音可靠口音相关单元
| 基准发音 | zh zh z x sh sh sh r ch ch |
| 表象发音 | z j j q x s f l q c |

比较表2和3可以发现，2种口音具有一些共同的可靠口音相关单元。但是，由于不同口音在对应于相同发音变异的口音相关单元往往具有不同的变异趋势和声学参数，并不能直接将这样的可靠口音相关单元进行合并处理。

3 声学模型重构

为了对不同口音各自建模，本文针对每种口音对应的口音相关单元分别构造三音子模型。通过声学模型重构可以调整基准发音模型的输出分布的形状，以使基准发音模型的分布边界具有更大的灵活性，鲁棒性，从而覆盖相应的发音变异。

3.1 辅助决策树和声学模型重构

本文使用基于决策树聚类进行状态共享的三音子声学模型。可靠口音相关单元对应的三音子模型的结构与标准的三音子模型类似，只是决策树的中心基元并非普通平舌声母，而是相应的可靠口音相关单元。本文将可靠口音相关单元对应的决策树称作辅助决策树，而将标准普通话模型的决策树称作标准决策树。
使用决策树融合的方法对基准发音的模型进行重构。在使用决策树聚类进行状态共享的三音子声学模型中，对三音子模型的重构等价于对标准决策树和辅助决策树的叶节点进行融合。辅助决策树上的每个叶节点都融合到其基准发音对应状态的标准决策树上距离它“最近”的某个叶节点中[11]，如图2所示。即基准模型从有关的可靠口音相关模型中“借”Gauss混合来调整它的输出分布的结构，以达到能够覆盖相应发音变异的目的。传统决策树融合算法详见文[11]。

\[ \lambda P_{r+1}(x \mid b) + (1 - \lambda) P(x \mid s_i) P(s_i \mid b), \]  

式(4)中：\( P_r(x \mid b) \)为已有的基准发音的模型的输出分布；\( \lambda \)是线性插值系数的初始值，设置为基准发音被误识别为对应表象发音的概率；\( P(s_i \mid b) \)是口音相关模型 \( s_i \) 及其对应基准模型 \( b \) 之间的混淆度。通过迭代很容易证明：通过式(4)最终得到的输出分布等价于通过原始决策树融合方法得到的输出分布。也就是说，增量式决策树融合算法在不改变原有决策树融合算法融合原理的前提下，给算法增加了“实时性”。

对决策树融合时辅助决策树叶节点与其最近的标准决策树的叶节点的距离设置一个阈值，当最近距离小于该阈值时，认为可以辅助决策树叶节点的输出分布与对应标准决策树叶节点的输出分布相近，这时的标准决策树叶节点已能够覆盖该辅助决策树叶节点对应的发音变异。于是这样的辅助决策树叶节点不再被融合到任何叶节点中，从而减小了融合后的模型的大小。

3.2 增量式决策树融合

传统决策树融合算法中，在所有辅助决策树叶节点与标准决策树叶节点之间的对应关系都被确定下来之前，不能将任何一个辅助决策树叶节点真正融合到对应的标准决策树叶节点中。在计算辅助决策树的每个叶节点与对应的标准决策树的哪个叶节点距离最近的过程中，标准决策树的所有叶节点的输出分布是固定不变的。但是，实际上任何融合 1 个辅助决策树叶节点，都会改变标准决策树叶节点的输出分布。因此，标准决策树叶节点的输出分布可能已经被更新到足以覆盖某些尚未融合的辅助决策树叶节点对应的发音变异。为减小融合后声学模型的大小，本文提出增量式的决策树融合方法。

在增量式决策树融合算法中，每当一个辅助决策树叶节点与标准决策树叶节点之间的对应关系被确定下来，就马上进行相应的融合以改变标准决策树叶节点的输出分布。也就是说，标准决策树叶节点中概率密度函数在整个融合过程中被“实时”更新。假设辅助决策树的 \( N \) 个叶节点被最终融合到标准决策树的某个叶节点中，在前 \( i(1 \leq i \leq N) \) 次融合后，该节点的输出概率密度函数 \( P_i(x \mid b) \) 可以写为

\[ \frac{\lambda}{\lambda + \sum_{j=1}^{i-1} P(s_j \mid b)}, \quad i = 1; \]  

\[ \frac{\lambda}{\lambda + \sum_{j=1}^{i-1} P(s_j \mid b)}, \quad i > 1. \]  

3.3 Gauss 混合的支配度

为避免重构后声学模型大小的膨胀，传统的声学模型重构方法丢弃掉混淆度较低的口音相关单元，即使它们具有足够多的训练样本。然而，根据长尾理论(long tail theory)[15]，所有这些被丢弃的低混淆度的口音相关单元的混淆度之和仍然可能占据总混淆度的很大比例。例如，在本文的实验中，韵母“e”共有 24 个可靠口音相关单元，其中 17 个的混淆度均小于 2%，但这 17 个单元共占据了“e”总混淆度中的 41.84%。因此，通过保留这些低混淆度的可靠口音相关单元，可以显著增加重构后模型的对发音变异的覆盖能力，从而带来识别率的提升。

然而，保留所有低混淆度的口音相关单元会成辅助决策树数目的显著增加。为了使融合后的声学模型仍然具有适当的小，可以不“借用”辅助决策树叶节点的分布进行混合其中具有最大支配度的 Gauss 混合，并选取具有最大支配度的 Gauss 混合[11]，并且融合进对应的基准发音模型中。如果状态 \( S \) 的概率密度函数仅包含一个 Gauss 混合 \( G_S(\mu, \delta) \) 时，那么某
Gauss 混合 $G_M(\mu^M, \sigma^M)$ 对该状态的支配度定义为
\[
\text{dom}(G_M, S)[\sum_{i=1}^{d} \left( \frac{\mu_i^M - \mu_i}{\sigma_i} \right)^2]^{-\gamma},
\]
其中 $\gamma$ 是概率密度函数的维度。


4 实 验


所有语音数据均为 16 kHz 采样率和 16 b 精度。数据库及数据集划分如表 4 所示。TrainSetP 以及 TestSetP 是从 SONY 普通话数据库中划分的训练集和测试集。DevSetC 和 TestSetC 分别是从国家“八六三”高技术项目四大方言普通话语音语料库中划分的粤语口音开发集和测试集；DevSetW 和 TestSetW 分别是从国家“八六三”高技术项目四大方言普通话语音语料库中划分的吴语口音开发集和测试集。

表 4 数据集和数据集划分

<table>
<thead>
<tr>
<th>数据集名称</th>
<th>语音总时长/h</th>
<th>音节总数</th>
<th>说话人数</th>
<th>语句总数</th>
</tr>
</thead>
<tbody>
<tr>
<td>TrainSetP</td>
<td>51.5</td>
<td>349556</td>
<td>100</td>
<td>25920</td>
</tr>
<tr>
<td>TestSetP</td>
<td>7.2</td>
<td>36667</td>
<td>32</td>
<td>4100</td>
</tr>
<tr>
<td>DevSetC</td>
<td>6</td>
<td>50847</td>
<td>20</td>
<td>2944</td>
</tr>
<tr>
<td>TestSetC</td>
<td>6</td>
<td>56480</td>
<td>20</td>
<td>3075</td>
</tr>
<tr>
<td>DevSetW</td>
<td>6.2</td>
<td>51559</td>
<td>20</td>
<td>3156</td>
</tr>
<tr>
<td>TestSetW</td>
<td>6.7</td>
<td>55378</td>
<td>20</td>
<td>3420</td>
</tr>
</tbody>
</table>

基线系统的声学模型使用 TrainSetP 训练，HMM 模型的拓扑结构为 3 状态，从左到右无跨越式。使用的声学特征为 13MFCC（Mel frequency cepstrum coefficient）、13ΔMFCC、13ΔΔMFCC。使用包括 6 个零声母在内的标准普通话的 28 个声母和 36 个韵母，作为构建上下文无关 HMM 模型的子词单元。使用 HMM 工具包 (hidden Markov model toolkit, HTK) 基于决策树聚类的状态共享方法构造了 3000 状态。每状态三 Gauss 混合的三音子声学模型 [12]。在所有实验中使用含有 412 个标准音节的音节字典。

从 DevSetC 和 DevSetW 中分别提取了 221 和 209 个可靠口音相关单元。在此基础上，使用决策树状态共享方法为粤语口音构建了 633 个辅助决策树和 811 个叶节点；为吴语口音构建了 627 个辅助决策树和 645 个叶节点。通过增量式决策树融合算法，每个口音的所有辅助决策树都融合到 192 个标准决策树共 3000 共享状态的标准普通话模型中。当可靠口音相关单元的混淆度大于 0.15 时，从其辅助决策树的每个叶节点选择 2 个支配度最大的 Gauss 混合融合到标准普通话模型中；否则，只选择一个支配度最大的 Gauss 混合。重构后的声学模型包含 37307 个 Gauss 混合，平均每个状态包含 12.43 个 Gauss 混合。为了更公平地比较方法的有效性，混合 TrainSetP、DevSetC 和 DevSetW 训练了一个具有 3109 个共享状态以及总计 37308 个 Gauss 混合的增强型基线系统。所有比较实验的实验结果如表 5 所示。表 5 括号中的数据为相对于基线系统的绝对音节错误率 (SER) 下降。

<table>
<thead>
<tr>
<th>系统名称</th>
<th>SER/%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TestSetC</td>
</tr>
<tr>
<td>基线系统</td>
<td>57.29</td>
</tr>
<tr>
<td>增强型基线系统 (TrainP, DevSetC, DevSetW)</td>
<td>49.09(−8.20)</td>
</tr>
<tr>
<td>基线系统＋MAP 自适应 (DevSetC, DevSetW)</td>
<td>48.60(−8.69)</td>
</tr>
<tr>
<td>重构的声学模型系统</td>
<td>48.04(−9.25)</td>
</tr>
</tbody>
</table>

表 5 含重构的声学模型的系统的 SER

从表 5 可以看到，只用标准普通话语音构造的语音识别器的识别率明显受到了口音带来的负面影响。与基线系统相比可以发现，重构的声学模型在 TestSetC 和 TestSetW 上分别带来了 9.25% 和 9.21% 的绝对 SER 下降。这说明声学模型重构提高了模型输出分布的边界结构鲁棒性，使其能够同时覆盖多种口音的发音变异 [2]。另外，在所有测试集上，重构的声学模型的性能均比通过重训练得到的增强型基线系统的好。这个结果说明，利用可靠口音相关单元对发音变异进行准确的显式建模，其性能比混合所有数据直接训练模型的更好。另一方面是因为对发音变异进行显式建模使得在同样 Gauss 混合数的条件下，重构的声学模型的 Gauss 混合数目针对不同发音变异分布得更加合理；另一
方面是因为在生成可靠口音相关单元构建模型时，使用基于声学似然分的置信度准则对可能增加模型混淆度的候选单元进行了筛选，使得重构的模型的不同输出分布之间的区分度更好。对发音变异的长尾效应的重视也使得重构的模型对多种的口音变异具有更强的覆盖能力。另外值得注意的是，声学模型重建的方法比重新训练新的声学模型的方法的时间开销更小。

从表5还可以发现，混合DevSetC和DevSetW这2种口音的数据进行MAP自适应，可以使模型同时具对这2种口音的鲁棒性。表5中MAP自适应系统对粤、吴2种口音的绝对SER分别下降了8.69％和10.90％。然而，这种对多口音的鲁棒性是以牺牲系统对标准普通话的适应性为代价的，自适应后的系统对标准普通话的绝对SER上升了6.36％。与之不同的是，重构的声学模型中同时包含有对应的对应标准普通话的Gauss混合，以及从可靠口音相关模型中“借”来的对应发音变异的Gauss混合。这些“借”来的Gauss混合增加了原模型输出分布结构的灵活性，使之能够覆盖多口音的发音变异。表5中重构的声学模型在粤语口音上的SER下降大于自适应模型的，在吴语口音上的SER下降小于自适应模型的，但没有损伤原有对标准普通话的覆盖能力。

综上可见，利用可靠口音相关单元、增量式决策树融合以及选择高支配度的Gauss混合进行声学模型重构的方法，具有在所有测试集上高于混合数据重训练声学模型系统的性能，并在不降低对普通话识别性能前提下，与自适应后的模型在2种口音上的SER具有可比性。而实现这些性能提升的代价仅是增加了3.6％的Gauss混合数量，合理地保持了重构后声学模型的大小。

5 结 论

本文提出了一种面向多口音语音识别的声学模型重构方法。使用声学似然分作为置信度为每种口音分别生成一套可靠口音相关单元，并把这些单元对应的口音相关模型通过声学模型重构的方法融合到已有的标准普通话模型中。这种方法通过调整标准普通话模型的输出分布的结构，使得输出分布具有足够高的鲁棒性，以覆盖多种口音的发音变异，同时不降低声学模型对普通话的识别性能。为了避免声学模型重构引入冗余的Gauss混合，使用增量式决策树融合以及根据支配度选择Gauss混合的方法改进了原有的声学模型重构方法。实验结果表明：该方法在对标准普通话识别率不下降的前提下，使得系统对粤语、吴语2种口音的绝对SER分别显著下降了9.25％和9.21％，而代价仅是增加了3.6％的Gauss混合数目。
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