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Introduction

The objective is to determine whether it is advantageous for phone-
classification of feature vectors to treat the acoustic space as a non-
linear manifold, in which several broad phone class (BPC)-dependent
DNNs rather than a single DNN are used.
This extends our previous study of very low dimensional bottleneck
features (BNFs) [1,2], and the work by Huang et.al [3] on a manifold
structure learning linear mappings.

Experimental Setup

System structure

1st level: A set of parallel BPC-dependent DNNs - Every local DNN
is trained with every frame by using an additional node for “out-of-the-
class” phones.
2nd level: A fusion network that makes the final phone classification
decision - The NN input is BN features or probability outputs from the
1st level.

Phonetic broad classes [3]

BPCs used to train local DNNs

Data: TIMIT (incl. labels and time-stamp information)
Local DNN Input: 26-dim Mel filterbanks with context of ±5 frames.
DNN Training: Deep belief networks (DBN) with GRBM/RMB pretrain-
ing and stochastic gradient descent using Theano.
Evaluation: (i) on all frames in the core test set, (ii) on only centre
frames of phone segments (also need to finetune DNN).

Experimental Results - Phone Classification Performance

(“*” indicates a pass of McNamar’s significant test in more than 95% pairwise comparisons; In all the experiments we tried

to keep the number of parameters the same.)

Conclusions

The BPC-dependent DNNs provided small but significant improve-
ments in phone classification accuracy in comparison to a single
global DNN.
It is advantageous to also include local DNNs focusing on a combina-
tion of some BPCs.
The use of the softmax outputs as input to the fusion network provided
slightly better results than the bottleneck outputs.

Experimental Results - Bottleneck feature visualisation

Linear Discriminant Analysis (LDA) was applied to visualise the BNFs
from the global and the local DNNs. The local DNN for plosive is used
below as an example.

Fig 1: 1st vs 2nd LDA of BNFs (all phones) from a global DNN (left) and a local DNN for plosives (right)

Fig 2: Visualisations of BNFs (plosive phones) from a local DNN for plosives:
1st vs 2nd LDA (left) and 3rd vs 4th LDA (right)

Conclusion
Local DNNs learn clearer local structures, which may be related to
speech production mechanisms.
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