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Abstract— The most commonly used approaches to speaker
adaptation are based on linear transforms, as these can be
robustly estimated using limited adaptation data. Although sig-
nificant gains can be obtained using discriminative criteria for
training acoustic models, maximum likelihood (ML) estimated
transforms are still used for unsupervised adaptation. This is
because discriminatively trained transforms are highly sensitive
to errors in the adaptation supervision hypothesis. This paper
describes a new framework for estimating transforms that are
discriminative in nature, but are less sensitive to this hypothesis
issue. A speaker-independent discriminative mapping transfor-
mation (DMT) is estimated during training. This transform i s
obtained after a speaker-specific ML-estimated transform of each
training speaker has been applied. During recognition an ML
speaker-specific transform is found for each test-set speaker
and the speaker-independent DMT then applied. This allows
a transform which is discriminative in nature to be indirect ly
estimated, while only requiring an ML speaker-specific transform
to be found during recognition. The DMT technique is evaluated
on an English conversational telephone speech task. Experiments
showed that using DMT in unsupervised adaptation led to
significant gains over both standard ML and discriminatively
trained transforms.

Index Terms— unsupervised adaptation, discriminative train-
ing, criterion mapping function, discriminative mapping t rans-
form

I. I NTRODUCTION

Speaker adaptation is a widely used technique to build
speaker-dependent models to recognise speech from unknown
speakers. Given a well trained acoustic model, a small amount
of data from the target speaker are used to modify the
acoustic model parameters so that the resultant model is more
suitable for recognising speech from the specific speaker.
The most commonly used approaches for speaker adaptation
are linear transformations of the acoustic model parameters
as they can be robustly estimated given limited adaptation
data [1], [2]. To estimate the linear transforms, both audiodata
and the associated transcriptions are required. If the correct
transcriptions of the speaker-specific audio data are available,
the adaptation operates in asupervisedmode. However, in
many applications, such as broadcast news transcription or
conversational telephone speech, there is no transcription
available for the test data. In this case, initial transcriptions
must be generated using an unadapted model. Then linear
transforms are estimated given the audio and these automat-
ically generated transcription. The linear transforms arethen
used to adapt the acoustic model for a final recognition pass.
This is unsupervised adaptationand the focus of this paper.

Originally, linear transforms were estimated using the max-
imum likelihood (ML) criterion and yielded significant gains

over unadapted systems for both supervised and unsupervised
adaptation [1], [2]. However, as most state-of-the-art systems
use discriminative training criteria to reduce the word error
rate (WER) [3], [4], [5], there has been interest in also using
discriminative criteria for linear transform based adaptation
[6], [7], [8], [9]. It has been shown that in supervised mode
adaptation, the use of discriminative linear transforms (DLTs)
can lead to significant performance improvements over ML
transform estimation [6]. However, in unsupervised adaptation,
the performance gain of DLT is greatly reduced [9], [10].
This is because discriminative criteria are more sensitiveto
errors in the hypotheses (or references) than the ML criterion.
This sensitivity to hypothesis errors may be reduced using,for
example, confidence scores [11], [12], [9] or lattice-basedap-
proaches [13], [14]. However, even for these approaches, gains
over ML estimated transforms are still small. Thus despite
gains in supervised adaptation, unsupervised discriminative
adaptation is not commonly used.

A number of approaches have been proposed for com-
bining ML-estimated transforms with discriminatively trained
models. For example,Maximum Likelihood Linear Regres-
sion (MLLR) based discriminative speaker adaptive training
(DSAT) [15], [8], [16], discriminative cluster adaptive train-
ing [17], and feature MPE (fMPE) [18] or region-dependent
feature transforms [19] have all been successfully used in
speech recognition. A general attribute of all these schemes is
that all speaker-specific parameters of the system are estimated
in an ML-fashion, whereas speaker-independent aspects of
the system may be trained using discriminative criteria. This
paper applies the same general approach to estimating dis-
criminative linear transforms. Here, ML is used to estimateall
speaker-specific parameters in the recognition stage, whereas
a speaker-independent discriminative transform is estimated
during training.

The general procedure adopted in this work is to use a
speaker-independent mapping transform from one form of
training criterion to another. This will be referred to as a
criterion mapping function(CMF). The specific form exam-
ined in this work is to map a speaker-specific ML-estimated
linear transform to be more similar to a Minimum Phone Error
(MPE) discriminatively trained transform. A linear transform
will be used, referred to as adiscriminative mapping transform
(DMT). In this paper, only MLLR adaptation of the means [1]
will be examined. However, in theory this approach can be
applied to any form of linear transforms, such as constrained
MLLR [2]. During training, the speaker-independent DMT
is estimated given ML-estimated transform of each training
speaker. At recognition time, an ML speaker-specific transform
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is found for each test-set speaker and the DMT applied to it.
The combination of the DMT and the ML transform is then
used for adaptation. As only the ML criterion is used during
test data adaptation, the sensitivity to transcription errors in
unsupervised adaptation will be greatly reduced. At the same
time, due to the nature of the DMT, the combined trans-
form will be discriminative in nature. Hence, the combined
transform can be regarded as an approximation to a speaker-
dependent DLT.

This paper is organised as follows. In section II, linear
transforms for adaptation are reviewed, and how they may be
used in combination with discriminative training discussed.
The DMT framework is discussed in section III. Experiments
on an English conversational telephone speech (CTS) task are
presented in section IV followed by conclusions.

II. L INEAR TRANSFORMSFOR ADAPTATION

Linear transformations are the most commonly used ap-
proach to speaker adaptation with limited adaptation data.
Linear transform based speaker adaptation was initially inves-
tigated with ML estimation. For mean MLLR adaptation [1],
the transformed mean for speakers, µ̂(s), can be expressed as

µ̂(s) = A
(s)
ml µ + b

(s)
ml = W

(s)
ml ξ (1)

whereξ = [µT 1]T is the extended mean vector andW
(s)
ml =

[A
(s)
ml b

(s)
ml ] is the extended linear transform for speakers. The

parameters of the transform,W
(s)
ml are estimated using the ML

criterion [1]

W
(s)
ml = arg max

W

{

p(O(s)|H(s),W;M)
}

(2)

where O
(s) and H(s) are the observations and refer-

ence/hypothesis of the adaptation data for speakers respec-
tively, andM are the HMM model parameters. An important
issue is how the transcription/hypothesis,H(s), is obtained.
If it is known a-priori, this issupervised adaptationand the
hypothesis is assumed to be error-free. When the transcription
is not available,unsupervised adaptationmust be used with
recognised hypothesis from a speech recognition system. The
basic procedure is:

1) Generate initial hypothesisH(s) using an acoustic
model, such as a speaker-independent (SI) model, pos-
sibly with an initial estimate of the transform.

2) Estimate the transform for speakers given the audio
O

(s) and initial hypothesisH(s) as supervision. The
process may be repeated.

An important aspect of unsupervised adaptation is that the
hypothesis is, in general, errorful. Depending on the number
of errors and the transform complexity, this may lead to an
unreliable estimate of the transforms. Though affected by
errorful hypotheses, it has been found that the ML estimated
transforms are not very sensitive to the hypothesis errors
and can yield good reductions in WER with unsupervised
adaptation even at high error rates [20]. This is one of the
main reasons for the wide-spread use of MLLR.

In state-of-the-art speech recognition systems, discrimina-
tive training of acoustic models is commonly employed to

obtain the best performance [3], [4], [5]. Inspired by the
results, there has been interest in using discriminative criteria
in linear transform based adaptation [6], [7], [8], [9]. The
standard approach is to directly estimate linear transforms for
each test-set speaker using a discriminative criterion. Speaker-
dependent transforms estimated using these discriminative
criteria are referred to as discriminative linear transforms
(DLTs). The minimum Bayes-risk form of the DLT estimation
formula can be expressed as

W
(s)
d = arg min

W

{

∑

H

P (H|O(s),W;M)L(H,H(s)
sup)

}

(3)

whereP (H|O(s),W;M) is the posterior probability of hy-
pothesisH given the observation from speakers and the model
parameterM and the transform parametersW, L(H,H

(s)
sup)

is the loss function ofH given the supervisionH(s)
sup. In this

work, the minimum phone error (MPE) criterion is used, where
L(H,H

(s)
sup) is defined as the number of incorrect phones[4]1.

From equation (3), as the posterior probability of each pos-
sible hypothesis is used in discriminative training, the correct
transcription is required along with a compact representation
of competing hypotheses. To estimate the DLT, in this work,
lattices are used to represent competing hypotheses [21], [5].
Once the DLTs are estimated, the form of model adaptation
remains the same,

µ̂(s) = A
(s)
d µ + b

(s)
d = W

(s)
d ξ (4)

whereW
(s)
d = [A

(s)
d b

(s)
d ] is the DLT of speakers.

As discriminative criteria aim to reduce the recognition error
(or more generally the loss) of the training data with respect to
the (assumed) “correct” transcription, it is not surprising that
discriminative estimation is far more sensitive to the accuracy
of the transcriptions than ML estimation. Furthermore, in
unsupervised adaptation, the speech recognition system used
to generateH(s)

sup and the competing hypotheses is often very
similar to the system to be adapted. Then the competing
hypotheses tend to be closer to the assumed “correct” hy-
pothesis than if the actual transcription had been used. The
discrimination ability of the trained transform may then be
reduced as an underestimate of the “true” loss function is used.
This is an inherent problem of directly using discriminative
criteria in unsupervised mode2. Due to these sensitivities,
although DLTs have been successfully used in supervised
adaptation [6], only small gains over ML estimated transforms
have been observed in unsupervised adaptation [9]. Various
approaches, such as using confidence score to select high-
quality supervision for transform estimation [9], have been
investigated to improve the performance within the direct DLT
estimation framework. However, the gains over ML-trained
transforms are still disappointing [9]. Also, DLTs are much
more computationally expensive to estimate due to the use of
competing hypotheses. This is why ML estimated transforms

1Note that the definition of MPE criterion in [4] is an equivalent version
based on phone accuracy rather than phone error. So the optimisation in [4]
is to maximise the MPE criterion.

2Similar problems have also been found in unsupervised discriminative
training for acoustic model parameters.
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are still commonly used in unsupervised adaptation insteadof
DLTs.

ML-estimated transforms for unsupervised adaptation are
often used in combination with discriminatively trained HMM
parameters. In the most widely used form of discriminative
speaker adaptive training (DSAT) [15], [16], the canonical
HMMs are discriminatively updated given the ML estimated
speaker transforms. During adaptation, ML transforms are
estimated for each speaker and applied to the DSAT model.
Discriminative cluster adaptive training (DCAT) [17] follows
a similar procedure but uses multiple-cluster models as the
canonical model. Thus, ML-estimated interpolation weights
are found during training and recognition. In both DSAT
and DCAT, the discriminative criterion is only used for the
model parameters, not for the speaker-specific transform pa-
rameters. Discriminatively trained feature transforms such as
Feature MPE (fMPE) [18], [22] and region-dependent feature
transforms (RDFT) [23] have also been used in combination
with ML-estimated speaker-specific transforms. In these ap-
proaches, the acoustic space is partitioned into regions, region-
dependent matrices are then discriminatively trained and used
to transform the features. Though the matrices are acoustic
region-dependent, they are independent of speakers. These
discriminative transforms may be built on top of a speaker-
specific ML-adapted feature-space to achieve further speaker
adaptation gain [19]. All these schemes are relatively robust in
unsupervised adaptation and adopt the same general strategy.
Speaker independent parameters are discriminatively estimated
while all speaker-specific parameters, the transforms, areML
trained.

III. D ISCRIMINATIVE MAPPING TRANSFORMS

The previous section has described that, due to the high
sensitivity to initial hypotheses error, direct discriminative
estimation of speaker-specific transforms does not work well
for unsupervised adaptation. In this section, a new framework,
the discriminative mapping transform, is proposed to address
the sensitivity problem byindirectly estimating discriminative
transforms.

A. Indirect discriminative adaptation using a criterion map-
ping function (CMF)

The criterion mapping function (CMF) uses the same gen-
eral discriminative training strategy described in section II, i.e.,
discriminative criteria are only used for speaker-independent
parameters during training while the ML criterion is used for
speaker-dependent parameters during training and recognition.
To achieve this purpose, a speaker-independent function, the
CMF, is introduced to map, for example, ML-trained trans-
forms into discriminative transforms [24]. The assumption
here is that the effect of adaptation and discrimination can
be factorised. Speaker-specific ML transforms are used to
adapt the model to the speaker, while speaker-independent
CMF is used to add discrimination power to the adapted
parameters. As there is no discriminative estimation in the
recognition stage, the sensitivity to hypothesis error should be

reduced. Within the CMF framework, the final speaker-specific
discriminative transform, similar to a DLT, is found using

W
(s)
d = Fdm(W

(s)
ml ;Λ) (5)

where W
(s)
ml is the speaker-dependent ML transform found

using equation (2); andFdm(·) is the mapping function with
speaker-independent parameters,Λ to convert the ML space to
discriminative space. AsW(s)

d is not directly estimated from
the data, this is anindirect discriminative adaptation scheme.
The procedure for transform estimation is shown in figure 1.

HMMS MLLR

CMF

Iterative Estimation

DLT DLT

Final Output

iter 1

iter 2

Fig. 1. Indirect discriminative transform estimation in testset adaptation

In figure 1, ellipses represent the parameters which are
either known in advance or obtained without directly using
supervision data, whereas squares represent the parameters
that are directly estimated using the audio and supervisionhy-
pothesis of the adaptation data, a clear background represents
speaker-independent parameters whereas shaded background
represents speaker-dependent parameters. From figure 1, the
only speaker-specific parameters to be directly updated are
the MLLR parameters, the DLT is formed by applying a
mapping without further parameter estimation. As in iterative
MLLR [20], multiple iterations can be used to refine the
estimation of MLLR. There are two ways to do this. The
first way is as used in standard iterative MLLR, i.e. refine the
MLLR transform estimate using the MLLR adapted model,
as shown in “iter 1” in figure 1. This is consistent with
normal unsupervised MLLR adaptation. The second approach
is iterative DLT, i.e. estimate the MLLR transform using the
DLT adapted model, as shown in “iter 2”. In this paper, only
“iter 1” is considered in the experiments as it gives a strict
comparison to MLLR adaptation3.

As shown in figure 1, the parameters of the CMF are
required prior to testset adaptation. One way to obtain these
parameters,Λ, is to estimate them from the whole training data
set. This has two advantages. First there is a large amount of
training data to estimate the mapping function. This allows
a large number of parameters to be robustly estimated. As
described below, if a linear transform is used as the form
of the CMF, a large number of regression base classes can
be effectively used. Second, as the correct transcriptionsare
known for the training data, there are no hypothesis sensitivity
issues. When using a CMF in recognition, an additional
advantage is that during recognition only an ML-estimated
transform is required to be estimated. This avoids need to

3Initial experiments using a multi-pass decoding frameworkhave showed
that using “iter 2” can obtain further improvement in WER.
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generate competing hypotheses, which are required for direct
estimation of DLTs. The rest of this section describes a specific
implementation of the the CMF based on linear transforms.

B. Discriminative mapping transforms

One simple form of the CMF is to use a linear transfor-
mations of the ML transform parametersW(s)

ml to obtain the
discriminative transform. This is referred to as adiscriminative
mapping transform(DMT). The general form of a DMT is

vec(W(s)
d ) = Hdmvec(W(s)

ml ) + cdm (6)

where vec() maps the matrix to a vector form, for ann-
dimensional feature vector, let then × (n + 1) matrix W =
[w1, · · · ,wn+1], wherewi is the ith column vector ofW,
then the column vector form ofW is

vec(W) = [wT
1 , · · · ,wT

n+1]
T (7)

Hdm is ann(n + 1) × n(n + 1) matrix andcdm is a n(n + 1)
column vector . In this work, a simpler form of transformation
is used instead.Hdm is restricted to be block-diagonal in
structure withn + 1 identical blocksAdm. The transformation
can then be expressed as

W
(s)
d = AdmW

(s)
ml + βdm (8)

whereAdm and βdm are now the speaker-independent DMT
parameters, andβdm is the matrix form ofcdm. For mean
adaptation, this yields the following transformation

µ̂(s) =
(

AdmW
(s)
ml + βdm

)

ξ = Admµ̂
(s)
ml + Bdmµ + bdm (9)

whereβdm = [Bdm bdm], Bdm is a n × n matrix andµ̂
(s)
ml =

W
(s)
ml ξ. If the DMT is further restricted so thatBdm = 0, this

leads to

µ̂(s) = Admµ̂
(s)
ml + bdm = Wdmξ

(s)
ml (10)

whereξ
(s)
ml = [µ̂

(s)T
ml 1]T , Wdm = [Adm bdm] is the DMT. This

is the form used in this paper.
The advantage of this form of simplification is that the

speaker-independent DMT parameters,Wdm, can be estimated
in a similar fashion to the standard DLTs in equation (3). Given
equation (10), the estimation of the DMT,Wdm, using the MPE
criterion can be expressed as

Wdm = arg min
W







∑

s,H

P (H|O(s),W;M
(s)
ml )L(H,H(s)

sup)







(11)

where M
(s)
ml is the MLLR adapted model parameters for

speakers, and all the other notation is the same as in
equation (3). Note that the above summation is over all training
speakers. Thus rather than accumulating statistics using the
original HMM (as in equation (3)), the DMT estimation uses
speaker-specific ML-adapted HMM parameters and sums over
all training speakers. To optimise equation (11), the standard
MPE optimisation scheme, based on the weak-sense auxiliary
function [25], can be used. The derivation of the DMT update
formulae is similar to the standard DLT [9]. Here, only the

final update formulae are given. For more details, refer to [9].
The sufficient statistics required for DMT update are

γm(ts) = γn
m(ts) − γd

m(ts) + αγml
m (ts) (12)

γ(s)
m =

∑

ts

γm(ts) (13)

Gi =
∑

m,s

γ
(s)
m + D

(s)
m

σ
(m)
ii

ξ̂
(sm)
ml ξ̂

(sm)T
ml (14)

ki =
∑

m,s

∑

ts

γm(ts)ots,i + D
(s)
m µ̂

(sm)
i

σ
(m)
ii

ξ̂
(sm)
ml (15)

wherets is the time index for speakers, γn
m(ts) andγd

m(ts)
are posterior occupancy of the Gaussian componentm being
at times given the numerator and denominator lattices respec-
tively [5]. The numerator and denominator lattices are specific
representations of the correct transcription and competing
hypotheses paths in MPE training respectively. The occupancy
γn

m(ts) and γd
m(ts) are calculated using the lattice forward-

backward algorithm [21] andγml
m (ts) is the normal ML pos-

terior occupancy calculated given the correct transcription; α

is a smoothing constant to balance the ML occupancy and
the other occupancy to improve the generalisation ability of
the discriminatively trained parameters and serves a similar
function to the weight in the I-smoothing technique [4], [5]4.
D

(s)
m is a smoothing term for each componentm and speakers

to ensure the convergence of the discriminative update. In this
work, it is set to beD(s)

m = E
∑

ts

γd
m(ts) whereE = 0.8,

which is a setup used in [9]5. ξ̂
(sm)
ml is the ML adapted

extended mean vector as defined in equation (1),σ
(m)
ii is the

ith diagonal element of the covariance matrix of Gaussian
componentm, ots,i is theith element of the observation vector
ots

for speakers, µ̂
(sm)
i is the ith element of the current

adapted mean̂µ(sm), which is calculated using equation (10).
Note that this is different from the ML adapted mean vector
as the current DMT is also used to calculateµ̂(sm).

Having obtained the above statistics, theith row vector of
Wdm, r

T
i , with the size of1 × (n + 1), can be estimated by

ri = G
−1
i ki (16)

During training, the estimation of the DMTs is an iterative
process. A DMT may be estimated in various ways as shown
in figure 2. As in figure 1, ellipses represent parameters
known in advance and squares denote parameters updated
using the training data, a clear background represents speaker-
independent parameters whereas shaded background repre-
sents speaker-specific parameters. There are also two ways
of iteratively training DMTs. The first method, “iter 1”, is

4In the experiments,α was set to 0.01 as in [9]. It was also found that
there was no significant difference between settingα = 0 and α = 0.01.
This is felt to be because the regression tree structure is used and there are
sufficient data for each node in the tree. However,α = 0.01 was used for
all experiments as this should be a more robust configurationfor situations
where there is less training data.

5Setting E is to balance the update speed and convergence. Experiments
showed that, with 1000 DMT regression base classes, using large E value,
such asE = 2.0 will lead to very slow DMT parameter update. However,
using very smallE, such asE = 0.5, will lead to unstable update after
several iterations.E = 0.8 is an appropriate value in practice.
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the iterative DMT, i.e., given the HMM model and MLLR
transforms for each training speaker, only DMT parameters
are iteratively refined. The second approach, “iter 2”, uses
iterative DLT. Here MLLR and DMT are treated together,
so not only the DMT, but also the MLLR transforms are
iteratively updated using the HMM model and previously
trained MLLR+DMT.

DMT

Output For
Decoding

MLLRHMMs

Iterative Training

DMT

iter 2

iter 1

HMMs

Fig. 2. Iterative DMT training procedure

In this paper, only iterative DMT is considered as this
requires less training time6. Given a well trained set of
HMMs M, for example discriminatively trained SI HMMs,
the iterative estimation procedure for DMT is summarised
below:

1) Estimate the MLLR transformsW(s)
ml for each training

speakers givenM.
2) Set k = 0 and W

(0)
dm = [I 0], whereI is the identity

matrix.
3) EstimateW(k+1)

dm using equation (16) givenM, W
(s)
ml

andW
(k)
dm

4) k = k + 1. Goto step 3 until converged.
When using MLLR, the discriminative criterion for the
adapted model may be lower than for unadapted discriminative
HMMs. The DMT may then require multiple iterations to
converge for the discriminative criterion. From the training
procedure, the DMT is dependent on specific HMMs. Hence,
if the HMM model set changes, the DMT also needs to be
re-estimated.

Once the DMT is trained, it is used in testset adaptation
together with the HMM set. The procedure is similar to
figure 1. As indicated in section III-A, in this paper, only stan-
dard iterative MLLR (“iter 1”) is considered. To summarise,
given a set of HMMs,M, and DMTWdm, the discriminative
adaptation for a test-set speakers is performed as shown
below:

1) Find initial transcriptions fors. In unsupervised mode,
M may be used to decode the audio from speakers.

2) Iteratively estimate MLLR transformW(s)
ml given the

initial hypothesis for speakers
3) Adapt HMMs parameters using equation (10) using the

DMT Wdm and the newly estimatedW(s)
ml .

4) Use the adapted model to decode the audio.
The presentation of the DMT has so far only considered a

single transformation for all Gaussian components. Given the
simplifications from the more powerful transform in equation

6For the use of the iterative DLT method, refer to [26], where DMT is
investigated in an adaptive training framework.

(6), it would be useful to have multiple DMT linear transforms,
in the same fashion as having multiple MLLR transforms [27].
The same approach to clustering Gaussians together to form
multiple base-classes, either based on data-driven clustering
in acoustic space or based on phonetic characteristics, canbe
used for DMT. As DMT estimation uses all the available train-
ing data, the number of transform classes may be made much
larger than is usually used for standard speaker adaptation.

Though mean adaptation is considered in this paper, the
DMT can also be applied to constrained MLLR (CMLLR)
adaptation [28], [2]. When using DMTs with CMLLR, it
becomes a speaker-independent discriminative feature map-
ping. It is interesting to contrast this DMT transformation
with fMPE or RDFT. As discussed in section II, fMPE and
RDFT both use a speaker-independent discriminatively trained
transform given the speaker-dependent CMLLR adapted fea-
tures. This is approach is similar to the DMT. However, fMPE
and RDFT both use posteriors of the adapted features and
directly estimate the discriminative transforms. In contrast,
DMT trains a mapping from a ML feature-transformation to a
discriminative feature-transformation and is dependent on the
component being transformed.

IV. EXPERIMENTS

In this section, the DMT technique is evaluated on a large
vocabulary English conversational telephone speech task.

A. System description

The acoustic model training dataset consists of 5446 speak-
ers, about 296 hours of data. The sources are the LDC Call-
home English (che), Switchboard (Swbd) and Switchboard-
Cellular (SwCell) datasets. The test set used to evaluate
recognition performance is theeval03 dataset, consisting of
144 speakers, about 6 hours. This test set has data from two
different corpora. TheSwbd corpus has a similar data type to
the training data, while theFisher corpus is not included in
the training sources.

All systems used a 13-dimensional PLP front-end including
C0 and their first, second and third delta parameters. Side-
level cepstral mean and variance normalisation and vocal tract
length normalisation (VTLN) were used. An HLDA transform
was applied to reduce the feature dimensionality to 39. State-
clustered triphone HMMs with 6K distinct states and an
average of 16 Gaussian components per state were used. The
MPE [4] criterion was used to train all the acoustic models. In
the MPE training process, the correct transcription was used
to construct the numerator lattices, a heavily pruned bi-gram
model was used with the ML model to generate the denomina-
tor lattices which contain competing hypotheses. Two different
MPE systems were built. The first was a speaker-independent
(SI) MPE system built from the ML-SI model. The second
was a MPE trained mean-MLLR based discriminative speaker
adaptive training (MPE-SAT) system [29]. This MPE-SAT sys-
tem adopted the most commonly used discriminative adaptive
training approach. An ML-SAT system was trained first and
the HMM model parameters were discriminatively updated
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given the ML estimated transforms [15]. When using the MPE-
SAT system in recognition, standard MLLR adaptation was
normally used. Given the HMM models of the two systems,
corresponding DMTs were estimated respectively.

Unless explicitly stated, in the recognition stage, mean-
based linear transform adaptation was performed in unsuper-
vised mode, and the default initial hypothesis was generated
using the MPE-SI system. During the unsupervised adaptation,
MLLR transforms were first iteratively estimated given the
initial hypotheses. For the MPE-SI system, 4 iterations were
used for MLLR update given the MPE-SI model. For the MPE-
SAT system, 4 iterations of MLLR update were performed
using the corresponding ML-SAT [30] models, then 2 more
iterations were used to estimate MLLR given the MPE-SAT
model. Once the testset speaker-specific MLLR transforms
were estimated, DMT may then be used to implement dis-
criminative adaptation. After adaptation, the final recognition
was a single pass full Viterbi decoding using the adapted MPE
systems and a tri-gram language model trained on 1044M
words with a 58k dictionary.

As a contrast, standard direct DLTs were also estimated.
In unsupervised adaptation, rather than using the correct tran-
scription, an initial 1-best hypothesis was used to construct the
numerator lattices for direct DLT estimation. This 1-best hy-
pothesis was generated by the MLLR adapted MPE-SI model.
Denominator lattices for testset speakers were generated using
a similar way to the MPE training, where the ML-SI model and
a heavily pruned bi-gram language model were used. Mean-
based DLTs were then estimated using the MPE criterion as
in [9].

It is worth noting that, for all experiments, two regression
base classes, one for speech and one for silence, were used
for MLLR and DLT to achieve robust estimate. However, for
DMT, it is possible to use more transforms, which will be
discussed later.

B. Effectiveness of DMT to improve discriminative criteria

As a specific form of criterion mapping function, DMT uses
a linear transform to map the ML parametric space to the
MPE parametric space. As shown in section III-B, the DMT
is estimated on the whole training data with the MPE criterion.
It is interesting to see how effective this mapping is in terms of
the training data discriminative criterion. Rather than quoting
the discriminative criterion in the minimum Bayes-risk form
as in equation (3), the original MPE criterion [4], which is
to be maximised, is used here. The original MPE criterion is
the expected phone accuracygiven the competing hypotheses
(denominator lattices generated using heavily pruned bi-gram
model) with respect to the numerator lattices. It is equivalent
to equation (3) but defined in terms of phone accuracy rather
than phone error. The experiments in this section used the
MPE-SI models. Table I shows the expected phone accuracy
of applying the standard MLLR and DMTs on training data.
Note that, during training, the correct transcription was used
to construct the numerator lattices.

In table I, using MLLR adaptation for the MPE-SI model
degraded the expected phone accuracy. This is because ap-

Sys.
Gaussian

# Class
DMT Train Iteration

Clustering 1 2 3

MPE-SI — 0.826

MLLR Phone 2 0.817

+ DMT

2 0.818 — —
Acoustic 46 0.819 — —

1000 0.829 0.836 0.841
Phone 46 0.820 0.823 0.824

TABLE I

EXPECTED PHONE ACCURACY WITH RESPECT TO THE CORRECT

TRANSCRIPTION ON THE TRAINING DATA

plying MLLR transforms can be regarded as an approxima-
tion of performing one more iteration of speaker-dependent
ML acoustic training. As the parameters were estimated to
maximise the likelihood rather than the MPE criterion, the
expected phone accuracy was reduced. Table I also shows
the change in expected phone accuracy when using a DMT
estimated using 1, 2, or 3 training iterations and with different
number of regression base classes. Three sizes of regression
classes were examined using the standard data-driven acoustic
clustering approach [27], 2, 46 and 1000. A 46 base-class set
was also estimated using phone information, i.e., each class
used a distinct center-phone in the triphone models. All DMT
training improved the expected phone accuracy. Increasingthe
number of regression base classes or the training iterations
gave higher values. It can be found that with 1000 base classes,
the DMT yielded a large increase in expected phone accuracy.
This shows that given enough parameters and flexibility, the
DMT is effective in improving the discrimination power of the
adapted model on the training data.

Having investigated the expected phone accuracy on the
training data, it is also interesting to check it on unseen
test data. As unsupervised adaptation is the focus of this
work, the 1-best hypothesis generated from the MLLR adapted
model was used as the reference transcription. The correct
transcription of the test data was also used to give a contrast.
A DMT with 1000 base classes and 3 training iterations was
used. As an interesting comparison, DLTs were also directly
estimated7. These expected phone accuracy values of the test
set are shown in table II

Adaptation Reference for Expected Phone Accuracy
1-best hyp. correct trans.

MLLR 0.793 0.670
+ DMT 0.803 0.682

DLT 0.855 0.693

TABLE II

EXPECTED PHONE ACCURACY ON THE TEST DATA

From table II, the DMT improved the expected phone
accuracy compared to the MLLR adapted model given the
errorful hypothesis as the reference. This shows that the phone-
level discrimination power of the DMT generalises to the

7Here only 1 iteration was used as more iterations degraded the adaptation
performance.
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test data when the ML-transform is estimated on error-full
hypotheses8. The corresponding accuracy for DLT was much
higher than for MLLR+DMT. This is expected as the DLT is
able to tune to the reference hypotheses more precisely than
the DMT. However, due to errors in the reference hypothesis,
more than one DLT iteration led to parameter over-training
and degraded the performance. Therefore, the WERs for only
one iteration of DLT estimation are reported. When using
the correct transcription as the reference, all adaptationap-
proaches obtained degraded expected phone accuracy values.
This is the effect of sensitivity to the errorful hypothesis. It
is interesting to note that the accuracy reductions for MLLR
and MLLR+DMT are similar, whereas the DLT yielded much
larger accuracy reductions. This implies that the DLT is more
sensitive to errors than the other two approaches.

C. Using DMT in unsupervised discriminative adaptation

The previous section shows the effectiveness of DMT in
terms of the expected phone accuracy. This section investigates
various aspects of DMT using the recognition performance of
a full decoding framework. All experiments in this section
were based on the MPE-SI system.

1) Number of base classes:As discussed in section III, to
improve the power of the DMT, a large number of transforms
may be used. Different numbers or types of regression base
classes were investigated as described in section IV-B. Note
that as there is sufficient training data, in all experiments,
the actual number of transforms was always the same as the
number of the base classes. The results, in terms of word error
rate (WER), of MPE-SI system are shown in table III.

Sys.
Gaussian

# Class
DMT Train Iteration

Clustering 1 2 3

MPE-SI — 29.2

MLLR Phone 2 27.0

+ DMT

2 27.0 — —
Acoustic 46 26.9 — —

1000 26.7 26.4 26.2
Phone 46 26.8 26.7 26.7

TABLE III

%WEROF USINGDMT WITH DIFFERENT BASE CLASSES

From table III, despite the drop in the expected phone accu-
racy values on the training data, performing MLLR adaptation
on the MPE-SI model obtained significant9 WER reductions.
This shows that though the discrimination ability measured
by the discriminative criterion may be limited by MLLR, the

8Note that DLTs also had a higher expected phone accuracy whenusing the
correct transcriptions as the reference. However, expected phone accuracy is
not the 1-best phone accuracy and does not necessarily consistently correlate
with WER. The improved performance of the DLTs is felt to be because they
are changing the posterior distributions, in particular sharpening posteriors
for those phone correctly classified. Hence, decoding experiments are always
required to illustrate the improvement in WER even with testset expected
phone accuracy values.

9Wherever the term “significant” is used for experiment results, a pair-wise
significance test was done using the Matched-Pair Sentence-Segment Word
Error (MAPSSWE) test at a significance level of 5%, or 95% confidence
[31].

increased adaptation power on unseen test data can compensate
for this and achieve overall improvements. Applying DMT
in addition to MLLR is shown to yield further reduction in
WER as it adds more discrimination ability to the adapted
model. It can be observed that increasing the number of base-
classes improved performance. For the 2 base-class system
there is no gain over the baseline MLLR system. Both the
46-class phone and acoustic clustered systems showed slight
gains after 1 DMT training iteration. The best performance was
obtained using the 1000 base-classes. Performance with this
system also improved with additional DMT iterations. Using
three training iterations and 1000 base-classes10, a significant
absolute reduction in WER, 0.8%, was obtained over the
MLLR adaptation11. It is worth noting that all the DMT
performance changes are consistent with the criterion changes
in table I. This implies that DMT can add discrimination
ability without losing the already achieved adaptation power.

An interesting contrast is to see whether the gain of DMT
comes from learning a criterion mapping or from simply
increasing the number of transform parameters. To investigate
this, an ML-to-ML mapping transform was estimated using the
46 phone base classes. This increased the test-set ML criterion
but decreased the MPE criterion compared to MLLR, while
the opposite is true for the ML-to-MPE DMT. In terms of
recognition performance, the ML-to-ML mapping degraded
the MLLR performance by 0.1%, which is statistically in-
significant. This shows that the gain of DMT was not due
to the increased number of transform parameters.

2) Sensitivity to hypothesis errors:One of the motivations
for the use of DMT is that it should be less sensitive to
errors in the adaptation hypothesis. To investigate this effect
in detail, three forms of adaptation supervision were used
to estimate the transforms. The baseline hypotheses used so
far were generated by the unadapted MPE-SI model. As an
alternative, this adapted model was used to generate lattices
which were used in a lattice MLLR adaptation framework [14].
As alternative hypotheses in the lattice are used, this form
of estimation should be less sensitive to hypothesis errors.
Finally, the correct references were used for adaptation super-
vision. These three forms of hypotheses were used to generate
MLLR transforms, to which DMT could then be applied. For
the standard DLT estimation, the numerator was generated
using the MLLR or lattice MLLR adapted MPE-SI model
hypothesis respectively. For the reference supervision case, the
correct transcription was used directly as the numerator for the
DLT estimation12.

Table IV gives the WER comparison using these different
supervision hypotheses for adapting the MPE-SI system. As
a general trend, lattice MLLR outperformed 1-best MLLR
and using the reference as supervision always got significantly
better performance. This shows that supervision quality does

10Using very large number of transform base-classes with appropriate
smoothing values, such as 5600 base-classes, gave a WER of 26.1%. Though
there is slight improvement, the computational cost was increased a lot.
Therefore, in this paper, the setup of 1000 transforms was used.

11More DMT update iterations were also performed. The4
th iteration gave

a WER of 26.1%, indicating the convergence of the update. Therefore, in the
following experiments, 3 iterations were used for DMT update.

12Note that in this case, there are no OOV words.
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Adaptation
Supervision

1-best Hyp. Lattice Hyp. Reference

MLLR 27.0 26.7 24.3
+ DMT 26.2 25.9 23.4

DLT 26.8 26.6 21.7

TABLE IV

%WEROF USING DIFFERENT SUPERVISION HYPOTHESES

have an impact on adaptation. For MLLR, using the reference
obtained a 2.7% absolute gain over the 1-best hypothesis
and 2.4% over the lattice supervision. This is similar to
performance differences obtained with DMT. In contrast, for
DLT, using the reference yielded a WER reduction of 5.1%
absolute over 1-best and 4.9% over lattice based supervision.
This is far larger than the difference for MLLR with and
without DMT. This confirms that the DMT is less sensitive to
the quality of supervision and is thus suitable for unsupervised
adaptation. It is also interesting to note that with errorful
hypotheses, either 1-best or lattice, DMT always significantly
outperformed DLT and MLLR. But with reference supervision,
DLT was significantly better than DMT. This is expected
because DMT is estimated on the training data set and is not
tuned to the test set reference as heavily as DLT.

Table IV shows the overall robustness of MLLR+DMT
with respect to the supervision hypothesis quality. It is also
worth investigating the detailed pattern of the adaptationgains
with respect to different WER regions of the supervision
hypothesis. The WERs for each speaker in the test set were
calculated. Depending on the WERs of the unadapted MPE-
SI system, i.e., the 1-best supervision, speakers were grouped
into several WER regions and each group has similar amount
of data. For each group, the corresponding WER of MLLR
and MLLR+DMT adaptation (first column of table IV) were
then calculated. Figure 3 shows the adaptation gains over the
unadapted system with respect to the supervision WERs.
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Fig. 3. %WER reduction of adaptation v.s. supervision %WER

From figure 3, as the WER of the supervision increases,
the adaptation gains generally become larger other than at
the very high WER. This is expected as for very good
supervision, the room for improvement is small. In contrast,
for high WER supervision where there is far larger possible
improvement, the estimated parameters are less reliable. It
is worth noting that MLLR+DMT had very similar trend
of supervision sensitivity to MLLR adaptation and always

outperformed MLLR adaptation. This is consistent with the
observation from table IV.

As shown in equation (5), in the CMF framework, the final
combined linear transform actually comes from transforming
the ML estimated parameters rather than being directly esti-
mated from data. Thus, in addition to illustrating the sensitivity
of MLLR+DMT to the supervision hypothesis in figure 3, it
is also interesting to show the sensitivity of the approximate
DLT (MLLR+DMT) with respect to the WER improvement of
applying MLLR transforms. The quality of the MLLR parame-
ters may be measured by the gain of MLLR adaptation over the
unadapted MPE-SI model. To investigate the relationship, the
additional WER reduction of MLLR+DMT over the MLLR
adaptation was also calculated. In this case, the speakers were
grouped according to the MLLR adaptation gains. The results
are plotted in figure 4.
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Fig. 4. Additional %WER reduction of DMT v.s. MLLR adaptation %WER
reduction

From figure 4, the additional gains of MLLR+DMT over
MLLR adaptation are relatively stable for different MLLR
improvements. Statistical significance tests showed that almost
all additional gains with different MLLR improvements were
significant13. The average additional DMT gain is 0.8%, and
the standard deviation of the DMT gains in figure 4 is 0.3%
across all MLLR improvements whose range was from -0.7%
to 5.8%. This shows that the gain from DMT is relatively
independent of the gain from MLLR adaptation, which is
consistent with the assumption that it is possible to factorise
the effect of discrimination and adaptation. This independence
also explains why MLLR+DMT has a similar robustness to
supervision quality as MLLR. This advantage in robustness
is felt to be a nature of the indirect estimation of DLTs in
equation (5) because notest data is involved in the DMT
estimation.

To further investigate the generalisation ability of DMT, the
breakdown of the unsupervised adaptation (1-best hypothesis
as supervision) performance is shown in table V.

Adaptation Swbd Fisher Overall

MLLR 31.0 22.6 27.0
+ DMT 30.1 21.7 26.2

TABLE V

%WERBREAKDOWN BY CORPUS INeval03

13Only one point was not significant. This had a gain of 0.24%.



k. yu et al.: UNSUPERVISED ADAPTATION WITH DISCRIMINATIVE MAPPING TRANSFORMS 9

As indicated in section IV-A, theFisher corpus is not
included in training, whileSwbd is included. From table V, the
gains of DMT are evenly distributed between the two corpora.
This again indicates that DMT has a good generalisation to
data of different types.

3) DMT in MLLR-based discriminative adaptive training:
The previous experiments were based on the MPE-SI model.
Using DMTs with MLLR-based MPE-SAT models was also
investigated. The comparison between different adaptation
approaches on MPE-SI and MPE-SAT models are shown in
table VI using a 1000 base-class DMT obtained with 3 training
iterations.

Adaptation MPE-SI MPE-SAT

MLLR 27.0 26.4
+ DMT 26.2 25.6

DLT 26.8 26.3

TABLE VI

%WERUSING DMT WITH MPE-SIAND MPE-SATMODELS

From table VI, MLLR with and without DMT, and the DLT
on the MPE-SAT system both significantly outperformed the
corresponding MPE-SI systems. The significant gains of using
the DMT with MLLR over the baseline MLLR system and
DLT were retained for the MPE-SAT system. Using MLLR
with DMT gave a 0.8% absolute reduction in WER over
the standard MLLR system and 0.7% absolute over the DLT
system. For these experiments the DMT was only used during
test, not during the SAT training. DMTs can also be used
during adaptive training. In [26], this was found to yield gains
over using MLLR-based discriminative adaptive training.

V. CONCLUSION

This paper has described a new framework for robust
discriminative unsupervised adaptation. In this framework,
a speaker-independent criterion mapping function (CMF) is
estimated during training and used to map the maximum
likelihood estimated speaker-dependent transforms to a more
discriminative form. The final transform can be regarded as an
approximation to a discriminative transform directly estimated
on the adaptation data. As only ML-adapted speaker-specific
transforms are estimated on the adaptation data, the transform
is not very sensitive to errors in the adaptation hypotheses,
which is a major issue with standard discriminative estima-
tion of linear transforms. A simple initial implementationof
the CMF based on linear transforms is described. This is
referred to as a discriminative mapping transform (DMT).
The approach is applied to MLLR adaptation in this paper.
Experiments on a CTS English task illustrated that DMT can
significantly outperform standard DLT and MLLR for both
discriminatively trained SI and SAT models in unsupervised
adaptation.
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