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Machine Translation

Machine Translation is the full or partial automation of translation as carried out by humans.
This is a difficult objective to define in absolute terms, since human translation often involves
multiple overlapping tasks, for example

» Translation » Glossing
> Interpretation
P o > Syntactic and Semantic Analysis
» Summarization
» Transliteration > Commentary

All of these tasks require human intelligence, sensitivity, and understanding clearly beyond the
state-of-the-art in NLP and artificial intelligence.
However translated texts are readily available in a variety of domains

> Religious texts > Literary texts
» Governmental proceedings: > New.s. sources: o
EU, UN, multilingual countries ... multilingual and multinational
» Business documents: » Consumer: tourism, shopping, ...
localization of product manuals, ... » Military and humanitarian efforts
For example ...
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The Eadwine Psalter, Canterbury, Mid-Twelfth Century

..Three Latin versions of the Psalms laid
in parallel columns are integrated with a
Latin commentary, Old English and Anglo-
Norman translations written between the
lines and in the margins. Each Psalm opens
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European Union Parliamentary Proceedings

Rules of Procedure of the European Parliament - Rule 138 01/02/2006 09:55 PM

EUROPEAN PARLIAMENT

;/mlﬂy //l. » -
] 7 - o o e

P TITLE VI : SESSIONS

CHAPTER 3 : GENERAL RULES FOR THE CONDUCT OF SITTINGS

Rule 138 : Languages
1. All documents of Parliament shall be drawn up in the official languages.

2. All Members shall have the right to speak in Parliament in the official language of their choice. Speeches delivered in
one of the official languages shall be simultaneously interpreted into the other official languages and into any other language
the Bureau may consider necessary.

3. Interpretation shall be provided in committee and delegation meetings from and into the official languages used and
requested by the members and substitutes of that committee or delegation.

4. At committee and delegation meetings away from the usual places of work interpretation shall be provided from and into
the languages of those members who have confirmed that they will attend the meeting. These arrangements may
exceptionally be made more flexible where the members of the committee or delegation so agree. In the event of
disagreement, the Bureau shall decide.

Where it has been established after the result of a vote has been announced that there are discrepancies between different
language versions, the President shall decide whether the result announced is valid pursuant to Rule 164(5). If he declares
the result valid, he shall decide which version is to be regarded as having been adopted. However, the original version
cannot be taken as the official text as a general rule, since a situation may arise in which all the other languages differ from
the original text.

Last updated: 17 October 2005 Legal notice
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European Union Parliamentary Proceedings

German

Offensichtlich  bedeutet  die
Erklarung von Herrn  Fis-
chler vom Wochenende eine
Anderung der Haltung der
Kommission.

Ich begriiBe diese Anderung ,
denn er sagte , daBer britisches
Rindfleisch essen wirde und
daBdas Einfuhrverbot insbeson-
dere aus wirtschaftlichen und
politischen Griinden verhangt
wurde.

English
It would appear that a speech
made at the weekend by Mr Fis-
chler indicates a change of his
position.

| welcome this change because
he has said that he will eat
British beef and that the ban was
imposed specifically for eco-
nomic and political reasons.

French

Il semblerait en effet que M.
Fischler ait changé de position
dans un discours prononcé au
cours de ce week-end.

Je me félicite de ce change-
ment, car il a dit qu’il mangerait
du boeuf britannique et que
linterdiction avait été décrétée
spécifiquement pour des raisons
économiques et politiques.

~Directorate-General for Translation (DGT)

The DGT Multilingual Translation Memory of the Acquis Communautaire: DGT-TM

As of November 2007, the European Commission’s Directorate General for Translation (DGT) made publicly
accessible its multilingual Translation Memory for the Acquis Communautaire (the body of EU law) - a
collection of parallel texts (texts and their translation, also referred to as bi-texts) in 22 languages.
(http://langtech.jrc.it/DGT-TM.html )

Cambridge University
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4) Statistics for the DGT Translation Memory

The DGT Translation Memory is currently available in 22 languages. The following
table shows the coverage, expressed in the total number of translation units available
for each language:

L Language | Number
code of units

English EN 2 187 504
Bulgarian BG 708 658
Czech Cs 890 025
Danish DA 433 871
German DE 532 668
Greek EL 371 039
Spanish ES 509 054
Estonian ET 1 047 503
Finnish FI 514 868
French FR 1106 442
Hungarian HU 1 159 975
Italian IT 542 873
Lithuanian LT 1126 255
Latvian LV 1 120 835
Maltese MT 1 021 855
Dutch NL 502 557
Polish PL 1 052 136
Portuguese| PT 945 203
Romanian RO 650 735
Slovakian SK 1 065 399
Slovene SL 1 026 668
Swedish SV 555 362

Size of DGT's Translation Memory expressed as the total number of translation units
per language for each of the 22 official EU languages.
The number of aligned translation units differs for each language pair.

Cambridge University
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Product Localization
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News Sources with Multilingual and Multinational Audiences
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These Sources Suggest Both a Demand and an Opportunity for MT

Government and commercial bodies are producing ever increasing amounts of translated
speech and text.

» Production is driven by political and economic necessity
» Dissemination is aided by the internet and other broadcast media
This is good for research and development in MT technology
» Useful products are needed
» Technology can be put to use — and evaluated — in real applications
» Data is being produced for use in system development
There is clearly a market for translation services
» Demand is currently met by (relatively) well-paid professional translators
» High-quality translation are very expensive and can be difficult to obtain

» Even low-quality translation services are expensive
> Partial automation - Computer Aided Translation - may have economic value

» Commercial translation services are ubiquitous on the web

Cambridge University
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Why is Machine Translation Difficult 2 ?

Variations within language pairs and translations domains challenge even bilingual humans

» Domain and Genre » Language Specific Issues:

» Word sense Chinese - word segmentation
Arabic - tokenization

» Morphology

» Word Order » Translation vs. Transliteration

> |diomatic expressions named entity identification

Constructing models for use in statistical machine translation is computationally difficult

» Translation does not proceed in left-to-right fashion (as in automatic speech recognition)
due to word reordering between language pairs

» Large amounts of monolingual and bilingual text are needed for parameter estimation

2Much of the material in this section was taken from Jurafsky and Martin, Chapter 21

Cambridga Univarsity Engineering Part IIB: Module 4F11 9/19
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Translation Should Respect Document Domain and Genre

Religious texts, legal documents, business correspondence, technical documents, news
sources, etc. are sometimes referred to as sublanguages
» Sublanguage domains differ across any of a range of dimensions

Specialized vocabularies

Stylistic differences, e.g. active vs. passive voice

Use of headlines, passage and chapter numbers, web addresses, proper names, ...
Variable sentence lengths, e.g. weather forecasts vs. news stories

» The same translation system cannot be used for all genres
» Text from one genre may not be suitable for building systems in another genre

vyvyvy

Cambridge University
Engineering Department
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Word Sense and Context: Translation Must Depend on Word Sense
Ambiguous words should be translated based on their sense : e.g. bank, plant, leg, ...

» Should an instance of leg be translated as etape , pied, patte, or jambe ?

(from Jurafsky & Martin, Figure 21.2)

Fortunately word sense is often (easily) determined by context, even for idioms

... you're just pulling my leg ... (English) < ... mi stai prendeno per il naso ... (Italian)

Cambridge University
Engineering Department
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Morphology

Morphological variation across languages leads to modeling difficulties in translation

» Morphological analysis must be applied prior to processing
» Surface variability leads to sparsity of individual tokens in text translations

Example of Arabic tokenization and morphological analysis
CAll Al et W sl Je Al
[and-produces] [the-reactor] [the-plutonium] [the-required)] [to-build] [the-bomb] [the-atomic] . <= gloss
wyntj AImfAEI Alblwtwnywm AllAzm ItSnyE Algnblp Al*ryp . <= Romanized text
w-+ yntj AImfAEI Alblwtwnywm AllAzm |+ tSnyE Algnblp Al*ryp . <= MADA Morphological Analyzer

» longer sentences, but fewer distinct tokens

Sources of variation

» Polysnthetic languages — Siberian
A single word might correspond to a single English sentence

» Agglutinative languages — Turkish
Morphemes are segmentable

» Fusion languages — Russian
affixes and prefixes carry syntactic meaning

Cambridge University Engineering Part IIB: Module 4F11 12/19
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Movement — Variations in Word Order

Languages are often classified by the ordering of their subject, verb, and object clauses .
» S-V-O — English
» S-O-V — Japanese
» V-S-O — Arabic
For example, in translating from Arabic into Japanese, the verb might have to be ‘moved’ from a

sentence initial position to a sentence final position.
Movement leads to computational difficulties in machine translation

» Ordering changes in translation are not deterministic
» The number of possible reorderings grows exponentially with sentence length

» Considering arbitrary reorderings in automatic translation can be an NP-Complete
problem?

3K. Knight, "Decoding Complexity in Word-Replacement Translation Models,” Computational Linguistics, 25(4),
1999

Cambridge University
Engineering Department
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Names Are Often Transliterated Rather Than Translated
Transliteration is writing a word from one language using the closest corresponding

orthography of a different language
» Closeness is often defined ‘phonetically’, i.e. the transliteration attempts to describe the

pronunciation of a foreign word
» Transliteration of English into Chinese finds the syllables corresponding to a Chinese

approximation to the English name *

> “Bush” — /bu shu/ > “Clinton” — /kk lin dun/
» A written form with that pronunciation is then chosen
Transliterations are rarely unique and are often difficult to spot in “foreign” text
» As another example, “Kosovo” can be transliterated into Chinese in several ways

Mk /ke-suo-wo/, & /ke-suo-fo/,
HEX /ke-suo-fu/,ﬂ"i'ﬁ /ke-suo-fu/, or
& /ke-suo-fol.

and all of the above should be translated back into English as “Kosovo”

» Machine Translation systems must
> |dentify names that are to be transliterated rather than translated
> Identify transliterations found in the foreign text and normalize them prior to translation
4Meng et al., “Generating Phonetic Cognates to Handle Named Entities in English-Chinese Cross-Language
Spoken Document Retrieval’, ASRU 2001

Cambridge University Engineering Part IIB: Module 4F11 14719
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Statistical Machine Translation and Automatic Speech Recognition
Like ASR, SMT can be formulated using a Source-Channel model.

P(W) PA | W) P(E) P(F | E)
L;:ul;;ee w Acoustic A L::ur;eg E Translation F
Mgde% Model Miléelg Model
English Spoken English French
Transcription English Transcription Translation

For a given English sentence E, the Translation Model P(F|E)
» provides the likelihood that any foreign sentence F is a valid translation
» ‘generates’ foreign sentences F probabilistically from ‘E’

Both the transcription and the translation are found as Maximum A Posterior estimates.

Transcription Translation
Input - an English utterance A Input - a foreign sentence F
Output - an English transcription W Output - an English sentence E
w = argmaxy P(W|A) E = argmaxg P(E|F)
P(AIW) P(W P(F|E) P(E
= argmaxp, PAW) PW) lp()A) W) = argmaxg PFIE) P(E) IIJ(Z:)( )
= argmaxy, P(A|W) P(W) = argmaxg P(F|E) P(E)
N—— N - N——
Acoustic Source Translation Source
Model Language Model Model — Language Modef
Cambridge University Engineering Part 11B: Module 4F11 15 /19
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Statistical Machine Translation and Pattern Recognition

SCIiTSISSEI(éﬁL children need toys and leisure time
the children who need toys and leisure time
les enfants ont besoin de jouets et deloisirs _ those children need toysin leisure time

the children need toys and leisures

children need toys and leisure time Hypothesis Space (Huge!)

Source-Channel Formulation: Input - a Foreign sentence F , Output - an English sentence E

E P(F|E) P(E)

E = argmax P(E|F) = argmax =argmax P(F|E) P(E)
E E P(F) E ~—— =

Translation Source
Model  Language Model

» The Source Language Model P(E) can be estimated using monolingual text using the
same techniques developed for use in speech recognition
» The next lecture will focus on the Translation Model P(F|E)

> How should the model be formulated to capture the linguistic phenomena discussed earlier ?
> How can the model be formulated so that its parameters can be estimated from collections of
translations, known as Parallel Texts ?

Cambridga Univarsity Engineering Part IIB: Module 4F11 16/19
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Parallel Texts for Training and Evaluation of SMT Systems

A parallel text corpora consists of translations in two (or more) languages.
Parallel text can be aligned to identify translation equivalence
Translation (and therefore alignment) is a multi-level, hierarchical process

» Documents are aligned within collections ...
» Paragraphs are aligned with documents ...
» Sentences are aligned within paragraphs ...
» Words are aligned within sentences ...

Aligned elements in parallel texts are translations of each other.

Alignments can be obtained in several ways
» Manually — Human translators mark alignment at the appropriate level

» Semiautomatically - Monolingual texts contain information that can be easily identified and
used in alignment across languages, e.g. Chapter Headings, Verse Numbering, etc.

» Automatically — using statistical models, as will be discussed

Parallel text collections can be quite large — millions of words
» Parameters of statistical translation models can be estimated from these collections
» SMT systems can be scored against known translations

Cambridga Univarsity Engineering Part IIB: Module 4F11 17719
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Chinese and English Text Aligned at the Sentence and Word Levels

t,is necessary to resolutely remove obstacles in
rivers and lakes's.

WA W BT, X 4
W B TR R .

4 . It is necessary tosstrengthen monitoring and
forecast work and scientifically dispatch people and

VYL R MR FOR
e “materials .

It is neessary to take effective measures and try by
sible means @& provide precision forecast .

ORI AT
ORI <

Before the flood season comes , it is necessary to
* seize the time to formulate plans for forecasting
guu((\ and to carry (%n work with clear

T B R BT
A OERHE M JFRETAE
=

Chinese ... English

Cambridge University
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Sentence Aligned French-English Parallel Text

Parallel documents with alignment information inserted :

[1] Perhaps the Commission or you could
clarify a point for me. [2] It would appear that
a speech made at the weekend by Mr Fis-
chler indicates a change of his position. [3]
| welcome this change because he has said
that he will eat British beef [4] and that the
ban was imposed specifically for economic
and political reasons.

[1] La Commission ou vous-méme pourriez
peut-étre m’expliquer un point. [2] Il sem-
blerait en effet que M. Fischler ait changé
de position dans un discours prononcé au
cours de ce week-end. [3] Je me félicite de
ce changement, car il a dit qu’il mangerait
du boeuf britannique [4] et que l'interdiction
avait été décrétée spécifiquement pour des
raisons économiques et politiques.

» ‘Markers’ are inserted into the text to indicate the start and end of translation segments
» Translation segments can be sub-sentence units, e.g. at [4]

Cambridge University
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