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Abstract

This paper investigates several approaches to bootstrapping a
new spoken language understanding (SLU) component in a tar-
get language given a large dataset of semantically-annotated
utterances in some other source language. The aim is to re-
duce the cost associated with porting a spoken dialogue sys-
tem from one language to another by minimising the amount of
data required in the target language. Since word-level semantic
annotations are costly, Semantic Tuple Classifiers (STCs) are
used in conjunction with statistical machine translation models
both of which are trained from unaligned data to further reduce
development time. The paper presents experiments in which
a French SLU component in the tourist information domain
is bootstrapped from English data. Results show that training
STCs on automatically translated data produced the best perfor-
mance for predicting the utterance’s dialogue act type, however
individual slot/value pairs are best predicted by training STCs
on the source language and using them to decode translated ut-
terances.

Index Terms: spoken dialogue system, spoken language under-
standing, portability, bootstrapping

1. Introduction

Recent work has shown that statistical approaches to spoken
language understanding (SLU) can be used to train models
which can predict the meaning of unseen user utterances from a
set of semantically-annotated training utterances [1, 2, 3, 5, 6].
The reduction of development time and cost is often cited as one
of the main advantages of data-driven methods. However, de-
veloping a statistical SLU module for a new language remains
costly, as it typically requires a large data collection phase. In
this work we propose to circumvent this by porting an existing
module from a source language to a target language, assuming
that a large set of semantically-annotated utterances are avail-
able in the source language. As a consequence of recent break-
throughs in the field of statistical machine translation (SMT),
translation systems can now be built at a reasonable develop-
ment cost. We therefore propose to combine a state-of-the art
SMT system with a data-driven SLU method to bootstrap an
SLU component in the target language, while maintaining a
high semantic accuracy.

Although keyword spotting techniques for SLU are robust
to noise, they are generally too simple to model long-range de-
pendencies within an utterance or to handle complex seman-
tic representations (e.g., semantic trees). Research on SLU at-

tempts to alleviate these issues by learning to derive a seman-
tic representation from data. So far most work has focused
on generative dynamic Bayesian networks that model the se-
mantics of the utterance as a hidden structure on which ob-
served words are conditioned [1, 2, 3, 4]. Such models can
be trained on unaligned data, using expectation-maximisation
techniques. But the Markovian assumption prevents such tech-
niques from explicitly modelling long-range time dependencies.
On the other hand, discriminative models do not make inde-
pendence assumptions over the feature set and this can lead to
improved performance. For instance linear-chain conditional
random fields (CRF) have been shown to produce the best re-
sults when converting the SLU problem into a flat sequential
labelling task [5]. However, a disadvantage of most discrimi-
native methods is that they require the training utterances to be
semantically annotated at the word-level. Aligning the semantic
representation with individual words is a time-consuming task,
which results in additional development cost when porting a di-
alogue system to a new language. In this context, the Semantic
Tuple Classifiers (STC) approach has been introduced as an ef-
ficient yet simple technique that learns discriminative semantic
concept classifiers without requiring any alignment information
[6].

This paper proposes and evaluates several ways to effi-
ciently use SMT systems to port an SLU module to a new lan-
guage while minimising data annotation cost. The next section
presents the SLU and SMT modules used in our experiments,
as well as the different ways in which they can be combined for
cross-lingual SLU. Section 4 details our experimental results
in the tourist information domain, with English as the source
language and French as the target language. Finally, Section 5
concludes with a discussion on future work.

2. Cross-lingual SLU using SMT

Cross-lingual SLU can be achieved in a variety of ways. Firstly,
SMT can be used to translate the training data from the source
to the target language. The translated data can then be used to
train an SLU component in the target language. This method is
referred to as TrainOnTarget in this paper. Although the training
data is likely to include errors due to translation inaccuracy, this
method can potentially predict the correct semantics by learning
from consistent error patterns.

In a second approach, the SLU component is trained on the
source data. At decoding time, the input utterance is translated
into the source language before being decoded. This approach
is referred to as TrainOnSource. While this method might be



more sensitive to SMT errors, the SLU model is likely to be
more accurate as it is trained on human-annotated data in the
source domain.

A third approach is to train models on both the source and
target language (TrainOnSourceAndTarget), and decode seman-
tics from both the target language utterance and its automatic
translation into the source language. This method aims at im-
proving SLU accuracy by capturing patterns that are present in
one language but not in the other.

Finally, as TrainOnTarget and TrainOnSource methods pro-
duce different types of errors, a fourth approach is to use each
method for different aspects of the SLU process (e.g. predicting
the communicative goal of the utterance or the slot/value pairs).

Since cross-lingual SLU depends critically on the quality of
both the SLU and SMT components, we have adopted state-of-
the-art techniques for both modules in our experiments.

2.1. Semantic tuple classifiers

Discriminative Semantic Tuple Classifiers were recently intro-
duced as an efficient technique for learning to predict semantics
from a training set in which each utterance is associated with an
utterance-level semantic annotation, but without any word-level
semantic alignment [6]. As in previous work, the semantics of
the user utterance is a dialogue act representing the user’s com-
municative goal. This dialogue act can be mapped to a tree
in which the root node corresponds to the dialogue act type—
e.g. informing the system about new constraints (INFORM),
or rejecting the system’s suggestion (DENY)—and the branches
correspond to slot/value pairs (e.g., FOOD — CHINESE), as
defined in the CUED dialogue act scheme [11].

While each utterance is associated with a semantic
representation (e.g., “I would like a Chinese restaurant”
is mapped to the tree INFORM (TYPE (RESTAURANT),
FOOD (CHINESE) ) ), each possible semantic representation
cannot be treated as a class because there are not enough exam-
ples of individual semantic trees in the data. The STC approach
alleviates data sparsity issues by splitting semantic trees into
semantic fuples—i.e., a sequence of contiguous nodes within
a branch of the tree, such as INFORM — TYPE and TYPE
— RESTAURANT—and then training individual classifiers to
predict each tuple from utterance features. When decoding a
new utterance, each classifier is applied to the utterance’s fea-
ture representation, and the semantic tree is reconstructed from
the set of predicted tuples (see Figure 1).

The utterance features used to discriminate between seman-
tic concepts consist of the word n-gram counts in the utterance.
Each STC is a support vector machine classifier using a linear
kernel, and the n-gram size n is optimised for each STC on the
training data. Previous work has shown that predicting tuple
branches independently of the root yields the best performance
on the tourist information domain (high-recall approach in [6]),
we therefore use the same method for the cross-lingual experi-
ments in this paper (see Figure 1).

The original STC model was extended to output an n-best
list of dialogue acts. This is achieved by training probabilistic
SVM classifiers that map the classification margin of a tuple
t given an user utterance v to a probabilistic confidence score
P(t|u). The probability of a 2-level dialogue act da given the
user utterance is evaluated by multiplying the probability of the
root (da type) with the probability of occurrence of each tuple
in the act, together with the complement of the probability of
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Figure 1: Semantic tree derivation for an utterance in the tourist
information domain, with positive concept tuple classifications
in darker boxes.

non-occurring tuples:

P(dalu) = P(root|u). [ P(tlu). [] 1 — P(tu)

teda téda

Since evaluating this expression for every possible dialogue act
would be intractable, the probabilistic STC model returns this
probability for every dialogue act containing only tuples with
a probability above a cut-off threshold (e.g., P(t|u) > 0.01).
The function mapping support vector margins to probabilities
can then be adjusted to control the precision/recall trade off over
predicted slot/value pairs so as to optimise the F-measure on the
training set. The results in Section 4 show that this optimisation
(referred to as STC++) increases SLU performance, we there-
fore use it in all our cross-lingual experiments.

2.2. Domain-specific SMT

During the last decade several open-source stochastic machine
translation toolkits have been developed (e.g., Moses [7] or
Joshua [8]). State-of-the-art SMT techniques use phrase-based
models, which learn translation tables mapping bilingual phrase
pairs with an associated probability from a corpus of aligned
sentence pairs. The alignment is typically performed as a pre-
processing step using the GIZA++ toolkit [?]. Once the transla-
tion tables are trained, the optimal translation is found by con-
ducting a beam search over all sequences of translated phrases.

The performance of SMT systems depends on the avail-
ability of a parallel data corpus of sufficient size to train the
language pair of interest and with linguistic characteristics that
match the target task domain. To bootstrap an SMT system, a
minimal training set of target data is required. Since our goal
is to minimise the required amount of data, we use a dubbing
approach in which a subset of the source training data is trans-
lated by human annotators in order to (1) have an initial dataset
to train an SLU system in the target language (re-use of source
data avoids the need for a new annotation phase), (2) train a
domain-specific SMT system. The trained system can then be
used to automatically generate annotated utterances in the target
language given the source training set.

In order to minimise the amount of domain-specific data
in the target language, we rely on various external resources.
First, we use the Europarl corpus [9], which contains over 20



million words in each of the eleven official languages of the Eu-
ropean Union, covering the proceedings of the European Par-
liament 1996-2001. This corpus provides 50k English-French
aligned sentence pairs which we use in our experiments. We
also use the parallel film subtitle section of the OPUS corpus
[10], which contains 240k aligned utterances, and which are
closer to the dialogue speaking style than Europarl. These data
sets are used together with the translated subset of our domain-
specific data (2000 utterances) to train an SMT system using the
Moses toolkit.

Moses provides a state-of-the-art system for training a do-
main specific narrow coverage translation system. To provide
a contrast with this approach, we have also evaluated the use
of the wide coverage Google Translate tool which although it
lacks the specificity of a domain oriented system, it does benefit
from being trained on billions of words of both data in the target
language and aligned sentence pairs.'

3. Experimental method

The remaining of this paper describes our experiments in which
the SLU and SMT components detailed in Section 2 are com-
bined to bootstrap a French SLU module from a large set of se-
mantically annotated English utterances (i.e., source language
= English, target language = French).

3.1. Data collection

Our domain consists of tourist information dialogues in a fic-
titious town. The dialogues were collected through user trials
in which native speakers of English searched for information
about a specific venue by interacting with a dialogue system
in a noisy background. These dialogues were previously used
for training dialogue management strategies [11]. We use the
same training and test sets as in [6] to compare performance of
STCs across languages, i.e. 8396 and 1023 transcribed user
utterance/dialogue act pairs, respectively, as detailed in Sec-
tion 2.1. Furthermore, a subset of 406 dialogues have been man-
ually translated into French (including the full test set), yielding
1970 English-French utterance pairs (2k) used for training and
1023 pairs for testing. The utterances were translated by 12
untrained native French speakers from the authors’ institutions,
taking approximately 15 man-hours, including the collection of
French audio recordings to be used for training an automated
speech recognition system.

3.2. Cross-lingual SLU systems

The source and target language training sets are combined to-
gether to evaluate the cross-lingual SLU methods presented in
Section 2, resulting in the following experimental configura-
tions:

1. English STC baseline tested on the English test set as
reported in [6].

2. TrainOnTarget: STCs trained on 2k manually trans-
lated utterances (Man), 8k automatically translated ut-
terances (Auto), or the handcrafted translations together
with an automated translation of the rest of the training
set (Man+Auto). Automatic translations are obtained ei-
ther by Google MT or by Moses MT trained on Man only
or on Man and external corpora.

3. TrainOnSource: English STC baseline tested on auto-
matic translations from French to English.

Ifrom Google Translate help section, 01/05/2010.

| Conditions DA

Prec Rec F

|

1. Source language baseline (English)

STC [6] 9472 97.19 9230 94.68
STC++ 95.01 9580 95.65 95.73
STCH++ (trained on 2k) 9091 92.88 85.58 89.08
2. TrainOnTarget

Manual (2k) 87.00 83.67 84.44 84.05
Man+Auto (Moses on Man) 90.81 90.13 90.54 90.33
Man+Auto (M. on Man+corpora)a 91.40 90.17 90.24. 90.20
Auto (Google MT) 90.81 90.77 87.72 89.22
3. TrainOnSource

Auto (Google MT) 86.71 93.64 7750 84.81
Auto (Moses on Man+corpora)b 90.71 93.83 91.69 92.75
4. TrainOnSourceAndTarget

Bilingual (Man Fr+Moses Auto En) ~ 90.52  94.22 90.69 92.42
Oracle (Man Fr and En tests) 9443 9568 9458 95.13
5. Combining TrainOnTarget and TrainOnSource

System a for root and b for slot/values 9140 9391 91.69 92.78

Table 1: Dialogue act type classification accuracy (DA),
slot/value precision (Prec), recall (Rec) and F-measure on the
test dataset. Man = manual translation, Auto = automatic trans-
lation, corpora=general domain bilingual corpora. STC++ is
the extended version of STC described in section 2.1.

4. TrainOnSourceAndTarget: bilingual models trained on
concatenations of the English utterances and their trans-
lations, by combining the n-gram features of both utter-
ances. At run-time, the system is tested on the French
utterances together with their automated English transla-
tion (Man Fr+Auto En). As a comparison point, we also
evaluate a system using the manual English transcrip-
tions (Oracle).

5. Combining TrainOnSource and TrainOnlarget: the
TrainOnTarget configuration is used to predict the dia-
logue act’s root node and TrainOnSource configuration
to predict individual tuples (i.e., slot/value pairs). Since
the slot/value pairs included in each dialogue act depend
on the predicted root [6], they are likely to differ from
the TrainOnSource configuration.

4. Evaluation results

Cross-lingual SLU performance is measured in terms of the per-
centage of correctly classified dialogue act types, as well as the
F-measure of the slot/value pairs. Both the slot and the value
must be correct to count as a correct classification. The dia-
logue act type is the root of the output tree, whereas slot/value
pairs are trivially extracted from the branches.

The results in Table 1 show that augmenting the target
language training set with automatic translations of source
language utterances is beneficial (TrainOnlarget), since the
slot/value F-measure increases from .84 to .90 when adding 8k
automatic translations to the 2k manually translated utterances.
Similarly, the dialogue act type classification accuracy increases
from 87% to 90.8% when training Moses on the 2k in-domain
utterance pairs, and up to 91.4% when adding the out-of-domain
bilingual corpora detailed in Section 2.2. Additionally, we
find that Moses offers only a slight performance increase over
Google Translate, which is consistent with their comparable
BLEU scores (see Table 2). This suggests that general-domain
SMT systems can be used for cross-lingual SLU to further re-



| SMT System BLEU Score |

English — French

Google Translate 51
Moses MT (2k Manual data) 46
Moses MT (2k Manual data and corpora) 50
French — English

Google Translate 58
Moses MT (2k Manual data and corpora) 61

Table 2: BLEU scores [?] over the test set translated using
Google Translate and Moses. The French test set is the man-
ual translation of the English test set (1023 utterances).

duce development cost.

While cross-lingual SLU models do not perform as well as
models trained and tested on the source language (STC++ base-
line on English), the performance decrease observed between
an English and French STC model trained on the same 2k utter-
ances (F=.89 and .84 respectively) suggests that this difference
is due to inherent linguistic differences between the two lan-
guages (e.g., lexical variability) rather than the quality of the
training data.

Interestingly, results for the TrainOnSource configuration in
Table 1 show that using Moses to translate the input utterance
into the source language before decoding yields the best perfor-
mance in terms of F-measure (F' = .93), while the dialogue
act classification accuracy remains slightly worse than with the
TrainOnTarget systems. This suggests that both methods should
be used complementarity, as confirmed by the experimental re-
sults presented at the bottom of Table 1 which lead to the best
overall performance.

Additionally, the gap between the SMT systems is larger
when using the TrainOnSource approach (F' = .85 vs. F' =
.93). This is likely to be due to the fact that the SLU module
trained on the source language cannot learn to correct error pat-
terns introduced by the SMT system, hence the differences in
SMT quality from French to English reported in Table 2) have
a larger impact on the SLU accuracy.

Finally, we find that combining both source and target lan-
guage data at training and decoding time does not improve per-
formance. Furthermore, combining the French utterances to-
gether with an oracle English translation does not improve per-
formance over the baseline English STC++ system, suggesting
that the French translations do not provide additional informa-
tion over the English utterances.

5. Conclusion

This paper has investigated methods for bootstrapping an SLU
component in a new target language from an existing set of
semantically-annotated utterances in a source language. Since
word-level semantic annotations are costly, Semantic Tuple
Classifiers (STCs) are used in conjunction with statistical ma-
chine translation models both of which are trained from un-
aligned data to further reduce development time. Results show
that training STCs on automatically translated data produced
the best performance for predicting the utterance’s dialogue act
type, however individual slot/value pairs are best predicted by
training STCs on the source language and using them to decode
translated utterances. Overall, results show that good perfor-
mance can be achieved by training the SMT system on a rela-
tively small parallel corpus.

In addition to this work, a French speech recognition mod-

ule was trained on audio recordings of the translated utterances,
thus making it possible to port a whole dialogue system from
English to French.> The resulting system can now be used to
collect French conversational data in more realistic noisy envi-
ronments to refine both the speech recognition and SLU com-
ponents, and to validate the results presented in this paper.
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