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Abstract

Automatic Speech Recognition (ASR) and Machine Translation (MT) are fundamen-

tal language technologies that are emerging as core components of information pro-

cessing systems. Each of these problems can be evaluated using a variety of metrics

that measure different aspects of recognition or translation performance. In contrast,

the training and decoding architectures of most of the current ASR and statistical

MT systems are optimized with respect to Sentence Error Rate that is rarely used

in evaluating these systems. The goal of this thesis is to overcome this mismatch

by building automatic systems specialized for each individual evaluation metric. We

employ the Minimum Bayes-Risk (MBR) classification framework to construct sys-

tems sensitive to specific error criteria. We present the formulation of MBR decoders

in speech recognition and in two sub-problems in machine translation: bitext word

alignment and translation.

MBR decoding is performed by rescoring a set of likely hypotheses represented

as lattices or N-best lists. Statistical ASR systems for generating word lattices have

become widely available in the recent years. In contrast, Statistical MT (SMT) has

become popular only within the last decade and we did not have access to SMT

systems for generating word alignment and translation hypotheses. We therefore

formulate and implement a generative, source channel Translation Template Model

(TTM) for SMT. The approach we describe allows us to implement each stochastic

transformation in this model using a weighted finite state transducer (WFST). This

allows translation and bitext word alignment to be realized immediately by standard

WFST operations on the component transducers. The TTM is the first phrase-

based translation model to be used for bitext word alignment. We describe the

construction of a TTM Chinese-to-English translation system that ranked among the

top performing systems in the NIST 2004 international MT evaluation.
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MBR decoders face computational challenges when applied to large vocabulary

speech recognition tasks. We introduce the segmental MBR recognition framework

that decomposes a large MBR search problem into a sequence of smaller MBR prob-

lems. To achieve this, we develop a risk-driven lattice segmentation procedure to

segment large recognition word lattices into smaller sub-lattices over which MBR de-

coding is performed. Lattice segmentation, in conjunction with MBR decoding, gives

consistent gains on a large vocabulary ASR task.

We finally present MBR decoders for bitext word alignment and translation. We

show the construction of alignment and translation loss functions from standard evalu-

ation metrics as well as from linguistic analyses such as parse-trees and part-of-speech

tags. In both cases we show that MBR decoding can be used to tune statistical MT

performance under specific loss functions.

Advisor: Prof. William Byrne

Readers: Prof. William Byrne and Prof. Trac Tran

Thesis Committee: Prof. William Byrne, Prof. Trac Tran,

Prof. Frederick Jelinek, Prof. Gert Cauwenberghs, and Prof. David Yarowsky

iii



Acknowledgements

First and foremost, I would like to thank my advisor, Prof. Bill Byrne for his won-

derful guidance and strong support. He allowed me an unparalleled level of freedom

in pursuing ideas while closely supervising my work. His insistence on mathematical

rigor and on clarity in writing went a long way in improving this work. I truly value

his outstanding mentorship during these years.

I am expressly grateful to Prof. Frederick Jelinek for giving me the opportunity

to work at the Center for Language and Speech Processing (CLSP), encouraging my

research, and fostering my professional growth.

My sincere gratitude to the members of my thesis committee, Professors Frederick

Jelinek, Trac Tran, Gert Cauwenberghs, and David Yarowsky, for their useful feedback

which has undoubtedly improved this work, and for their timely flexibility.

I specially thank Prof. Sanjeev Khudanpur for his valuable advice and assistance

with myriad aspects of this work and otherwise. I am also grateful to Prof. David

Yarowsky and Prof. Jason Eisner for their insightful discussions and inputs. Thanks

are due to Dr. Zak Shafran for many interesting discussions and useful comments on

my thesis proposal.

I would like to thank all my senior colleagues at CLSP - Vaibhava, Asela, Ciprian,

Murat, Dimitra, Lidia, Hans, Silviu, Jun - for giving me good advice and helping me

in various ways during my initial years at Hopkins. I am grateful to Vaibhava, Asela,

and Murat for teaching me many practical aspects in building speech recognition

systems that I could not have learnt otherwise.

My work was made really enjoyable by my colleagues and friends at CLSP, notably

Peng, Veera, Paola, Yonggang, Vlasios, Shantanu, Ahmad, Woosung, Stavros, Jia,

Yan, Sourin, Arnab, Ali, Erin, Lambert, Srihari, Yi, Vidya, Charles, Gideon, Noah,

David, Roy, Elliott, Markus, Brock, Filip, Pavel, and Petr. Their friendship and

enthusiastic support made the center a lively and exciting place to work. In particular,

I am grateful to Peng, Veera, Petr, and Yonggang for resourceful discussions that

contributed to my work and pointed me in interesting directions.

I thank Paola for inviting me to her dinners and shopping expeditions that pro-

iv



vided me with many a welcome break from monotony. Thanks to Nicole and Roy for

entertaining me with many delightful get-togethers.

My thanks to everyone for giving me their constructive feedback on the many

drafts of papers and sitting through the dry-runs of talks.

I especially thank Franz Och for influential discussions and for providing me vari-

ous resources and tools that were helpful in this work. I am grateful to the members

of the Syntax for Statistical MT group in the 2003 JHU Summer Workshop - Franz,

Dan, Sanjeev, Anoop, Kenji, Alex, Libin, David, Viren, Zhen, Katherine, and Drago

- for the interactive sessions, tools, and ideas that contributed to this research.

I thank AT&T Labs - Research for use of the FSM toolkit and Andreas Stolcke

for use of the SRILM toolkit.

I am grateful to Laura Graham, Sue Porterfield, Conway Benishek, Wilhelmena

Braswell, Amy Berdann, Kimberly Petropoulos, and Janet Lamberti of the CLSP

administrative staff, and Gail O’Connor of the ECE department for their profession-

alism, and for making all administrative matters run smoothly. I am indebted to

Jacob Laderman, Dave Smith, Daniel Bell, and Eiwe Lingefors whose hard work kept

the CLSP machines up and running.

Finally, and most importantly, I thank my parents and my sister, Jyoti for their

constant support throughout these years. I deeply value their endless love, encour-

agement, and advice. This thesis is dedicated to them.

v



To my parents and my sister, Jyoti.

vi



Contents

List of Figures xi

List of Tables xvii

I Preliminaries 1

1 Introduction 2
1.1 Error Criteria and Classification Techniques . . . . . . . . . . . . . . 3
1.2 Minimum Bayes-Risk Decoding Framework . . . . . . . . . . . . . . . 6

1.2.1 Lattices and N-best Lists . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Relationship with MAP decoding . . . . . . . . . . . . . . . . 9

1.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 This Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Novel Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6 Reader’s Guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

II Automatic Speech Recognition 15

2 Segmental Minimum Bayes-Risk Speech Recognition 16
2.1 Segmental Minimum Bayes-Risk Decoding . . . . . . . . . . . . . . . 17

2.1.1 Induced Loss Functions . . . . . . . . . . . . . . . . . . . . . . 19
2.1.2 Trade-offs in Segmental MBR decoding . . . . . . . . . . . . . 19

2.2 SMBR Lattice Segmentation . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Lattice Segmentation using Node Sets . . . . . . . . . . . . . 21
2.2.2 Cut Set Selection Based on Total Risk . . . . . . . . . . . . . 23
2.2.3 SMBR Decoding of a Lattice Segment . . . . . . . . . . . . . 33

2.3 SMBR N-Best List Segmentation . . . . . . . . . . . . . . . . . . . . 34
2.3.1 N-best ROVER . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.2 Extended ROVER . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4 Applications to ASR System Combination . . . . . . . . . . . . . . . 39

vii



2.5 Performance of Lattice Segmentation Procedures . . . . . . . . . . . . 41
2.5.1 Single System SMBR Decoding . . . . . . . . . . . . . . . . . 41
2.5.2 Multiple System SMBR Decoding . . . . . . . . . . . . . . . . 45

2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

III Statistical Machine Translation 49

3 A Weighted Finite State Transducer Translation Template Model 50
3.1 Previous developments leading to TTM . . . . . . . . . . . . . . . . . 51
3.2 The Translation Template Model . . . . . . . . . . . . . . . . . . . . 53
3.3 The Phrase-Pair Inventory . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4 TTM Component Models . . . . . . . . . . . . . . . . . . . . . . . . 58

3.4.1 Source Language Model . . . . . . . . . . . . . . . . . . . . . 58
3.4.2 Source Phrase Segmentation Model . . . . . . . . . . . . . . . 59
3.4.3 Phrase Order Model . . . . . . . . . . . . . . . . . . . . . . . 62
3.4.4 Target Phrase Insertion Model . . . . . . . . . . . . . . . . . . 64
3.4.5 Phrase Transduction Model . . . . . . . . . . . . . . . . . . . 67
3.4.6 Target Phrase Segmentation Model . . . . . . . . . . . . . . . 68

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4 Bitext Word Alignment under the Translation Template Model 72
4.1 WFST Implementation of Word Alignment . . . . . . . . . . . . . . . 73

4.1.1 Bitext Word Alignment . . . . . . . . . . . . . . . . . . . . . 73
4.1.2 Use of Phrase-Pairs in Word Alignment . . . . . . . . . . . . . 74
4.1.3 WFST Computations . . . . . . . . . . . . . . . . . . . . . . . 77

4.2 Source Language Texts, Bitexts, and Phrase-Pair Inventories . . . . . 80
4.2.1 French-to-English Hansards . . . . . . . . . . . . . . . . . . . 80
4.2.2 Chinese-to-English FBIS . . . . . . . . . . . . . . . . . . . . . 82

4.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.1 Phrase Exclusion Probability . . . . . . . . . . . . . . . . . . 86
4.3.2 Richness of the Phrase-Pair Inventory . . . . . . . . . . . . . . 89
4.3.3 Word Alignment Quality of Underlying IBM-4 Models . . . . 92
4.3.4 Multiple Source Phrase Segmentations . . . . . . . . . . . . . 94
4.3.5 Unweighted Source Phrase Segmentation Model . . . . . . . . 96
4.3.6 Source Phrase Reorderings . . . . . . . . . . . . . . . . . . . . 96

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5 Translation under the Translation Template Model 102
5.1 WFST Implementation of Translation . . . . . . . . . . . . . . . . . . 103
5.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.2.1 Phrase Exclusion Probability . . . . . . . . . . . . . . . . . . 107

viii



5.2.2 Richness of the Phrase-Pair Inventory . . . . . . . . . . . . . . 112
5.2.3 Word Alignment Quality of Underlying IBM-4 Models . . . . 113
5.2.4 Lattice Quality . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.5 Translation Examples . . . . . . . . . . . . . . . . . . . . . . . 116

5.3 Translation Performance with Large Bitext Training Sets . . . . . . . 116
5.3.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.3.2 Model Training . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.3.3 Performance of Evaluation systems . . . . . . . . . . . . . . . 121
5.3.4 Summary of Evaluation systems . . . . . . . . . . . . . . . . . 123

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6 Minimum Bayes-Risk Word Alignments of Bitexts 126
6.1 Alignment Loss Functions . . . . . . . . . . . . . . . . . . . . . . . . 127

6.1.1 Precision, Recall and Alignment Error . . . . . . . . . . . . . 127
6.1.2 Generalized Alignment Error . . . . . . . . . . . . . . . . . . . 129

6.2 Minimum Bayes-Risk Decoding for Automatic Word Alignment . . . 131
6.2.1 Alignment Lattice . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.2.2 Alignment Link Posterior Probability . . . . . . . . . . . . . . 132
6.2.3 MBR Alignment Under LAE, LPE and LRE . . . . . . . . . . 133
6.2.4 MBR Alignment Under LGAE . . . . . . . . . . . . . . . . . . 134
6.2.5 MBR Alignment Using WFST Techniques . . . . . . . . . . . 135
6.2.6 Computation of Oracle-best Alignments . . . . . . . . . . . . 136

6.3 Performance of MBR Word Alignments . . . . . . . . . . . . . . . . . 137
6.3.1 Word Alignments under the IBM-3 translation model . . . . . 138
6.3.2 MBR Alignments . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.3.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . 140
6.3.4 MBR decoders over IBM-3 lattices . . . . . . . . . . . . . . . 140
6.3.5 MBR decoders over TTM lattices . . . . . . . . . . . . . . . . 142

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7 Minimum Bayes-Risk Decoders for Translation 145
7.1 Translation Loss Functions . . . . . . . . . . . . . . . . . . . . . . . . 146

7.1.1 Lexical Loss Functions . . . . . . . . . . . . . . . . . . . . . . 147
7.1.2 Source Language Parse-Tree Loss Functions . . . . . . . . . . 148
7.1.3 Bilingual Parse-Tree Loss Functions . . . . . . . . . . . . . . . 148
7.1.4 Comparison of Loss Functions . . . . . . . . . . . . . . . . . . 152

7.2 Minimum Bayes-Risk Decoding . . . . . . . . . . . . . . . . . . . . . 153
7.3 Performance of MBR Translations . . . . . . . . . . . . . . . . . . . . 154

7.3.1 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . 154
7.3.2 MBR decoders over WS’03 N-best lists . . . . . . . . . . . . . 155
7.3.3 MBR decoders over TTM N-best lists . . . . . . . . . . . . . . 156
7.3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

ix



7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

IV Future Work and Conclusions 160

8 Future Work 161
8.1 Minimum Bayes-Risk Speech Recognition . . . . . . . . . . . . . . . . 161
8.2 Translation Template Model . . . . . . . . . . . . . . . . . . . . . . . 162
8.3 Minimum Bayes-Risk Decoders for Machine Translation . . . . . . . . 164

9 Conclusions 165
9.1 Highlights of Thesis Contributions . . . . . . . . . . . . . . . . . . . . 166

V Appendices and Bibliography 169

A IBM-3 and IBM-4 translation models 170
A.1 Model 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
A.2 Model 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

Bibliography 175

x



List of Figures

1.1 An example of a recognition word lattice represented as a Weighted
Finite State Acceptor. States are represented by circles. The initial
state is represented by a bold circle and the final state by double circles.
The label and weight of a transition are marked on the corresponding
arc by l/w. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1 Cutting a lattice based on node sets Ns and Ne (top). The lattice
segment bounded by these sets is shown in the bottom panel by solid
line paths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2 A sample word lattice. The MAP hypothesis is shown in bold. . . . 25
2.3 The string-edit transducer T for computing Levenshtein distance be-

tween word strings in the lattice shown in Figure 2.2 and the MAP
hypothesis from the lattice (shown in bold). Each transition in T has
the format x : y/c, which indicates that the input label is x, output
label is y, and the cost of mapping x to y is c. . . . . . . . . . . . . . 26

2.4 The transducer A for the lattice in Figure 2.2. . . . . . . . . . . . . . 27
2.5 The acceptor A′ for the lattice in Figure 2.2. . . . . . . . . . . . . . . 28
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enshtein alignment between W ∈ W and W̃ (shown as the path in
bold). The bottom panel shows the segmentation along the 6 nodesets
obtained by the risk-based lattice cutting procedure. . . . . . . . . . 32

2.8 Lattice segments obtained by periodic risk-based lattice cutting on the
lattice from Figure 2.7 (Period = 2). . . . . . . . . . . . . . . . . . . 33

2.9 N-best List Segmentation using Periodic Lattice Cutting (Period=2).
The top panel shows an N-best list generated from the lattice in Fig-
ure 2.7. The bottom panel displays the segments obtained by applying
the PLC procedure to the N-best list. . . . . . . . . . . . . . . . . . 35

2.10 Word Transition Network constructed from the N-best list in Fig-
ure 2.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

xi



2.11 The process of joining two segment sets to create an expanded set in
Extended ROVER. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.12 Word Transition Network Construction in Extended ROVER. . . . . 38
2.13 Multiple-system SMBR Decoding via Lattice Combination. . . . . . . 41
2.14 Oracle-best Word Error Rate (OWER) of pinched lattices as a function

of the cutting period used in Periodic Lattice Cutting. Results are
shown on the SWB2 held out set. . . . . . . . . . . . . . . . . . . . 43

2.15 Performance of A∗ SMBR decoder as a function of the cutting period
used in Periodic Lattice Cutting. Results are shown on the SWB2 held
out set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.1 A Source Channel Model of Machine Translation. . . . . . . . . . . . 54
3.2 An example showing the generative translation process through which

the TTM transforms a source language sentence into its translation in
the target language. We show the inputs and outputs for each TTM
constituent model as well as the TTM variables from Equation 3.1. In
this example, I = 9, K = 5, R = 7, J = 9. . . . . . . . . . . . . . . . 55

3.3 Phrase-Pair Collection Process from Bidirectional word alignments of
an English-French sentence pair. In this example we extract only those
phrase-pairs which have at most 5 words in the French phrase. . . . 57

3.4 A portion of the Source Phrase Segmentation Transducer W that maps
word sequences to phrases. Suppose an example input for this trans-
ducer is the source language sentence: What are its terms of reference,
then a possible output of WFST would be the source language phrase
sequence: what are its terms of reference. . . . . . . . . . . . . . . . 61

3.5 An unweighted finite state acceptor for the source language sentence:
What are its terms of reference. . . . . . . . . . . . . . . . . . . . . 61

3.6 The permutation acceptor ΠU for the source-language phrase sequence
we have run away inflation. For this phrase sequence, an example of
a reordering allowed by this acceptor is run away inflation we have, so
that the alignment sequence is given by: a1 = 3, a2 = 1, a3 = 2. . . . 63

3.7 Acceptor H that assigns probabilities to reorderings of the source lan-
guage phrase sequence we have run away inflation (p0 = 0.9). Given
the reordering run away inflation we have with alignment sequence
a1 = 3, a2 = 1, a3 = 2, H would assign it a probability: P (a1 =
3)P (a2 = 1|a1 = 3)P (a3 = 2|a2 = 1) = 0.33× 0.47× 0.53 = 0.08. . . 64

xii



3.8 A portion of the Weighted Finite State Transducer Φ used to implement
the Target Phrase Insertion Model. Suppose an example input for this
transducer is the reordered source language phrase sequence exports
grain are projected to fall, then a possible output of the WFST is the
sequence 1 exports · 1 grain are projected to fall, which means that
two target phrases are spontaneously inserted in the translation of
source phrase sequence. The first target phrase is of length one word
and inserted at the start of the sentence, and the second target phrase,
also of length one, follows the translation of the source phrase exports. 67

3.9 A portion of the target phrase segmentation transducer Ω for the target
language phrase sequence: nous avons une inflation galopante. When
Ω is composed with this phrase segmentation, it generates the the
target language sentence nous avons une inflation galopante. . . . . 70

4.1 An example word alignment for an English-French sentence pair. The
link set corresponding to this alignment is given by:
B = (1,1), (2,2), (3,2), (4,3), (5,4), (6,5), (7,6), (7,7), (8,7), (9,8),
(10,9), (11,10), (12,0), (13,11), (14,12), (15,12). . . . . . . . . . . . . 74

4.2 An example illustrating the problems in performing bitext word align-
ment under the TTM. We observe that the inventory of two phrase-
pairs is not rich enough to completely cover the words in either the
English or the French sentence. . . . . . . . . . . . . . . . . . . . . . 75

4.3 Example of bitext word alignment under the TTM. The top panel
shows the phrase segmentations, reorderings, insertions, and deletions
hypothesized in the word alignment of this sentence-pair. The resulting
word alignment is shown in the bottom panel. . . . . . . . . . . . . . 77

4.4 A heavily pruned alignment lattice for an English-French sentence pair.
English: Mr speaker , my question is directed to the minister of trans-
port . French: Monsieur le orateur , ma question se adresse a le min-
istre charge de les transports . Each transition in this lattice has the
format u : v/c where u is the English phrase, v is the French phrase,
and c is a cost. Word alignments within each phrase pair are shown in
Table 4.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.5 Alignment Performance of TTM as a function of Phrase Exclusion
Probability (PEP). For each value of PEP, we measure Precision (Panel
a), Recall (Panel b), and AER (Panel c). Results are shown on the
French-English task. The plot in Panel d focuses in on the values of
PEP where AER attains the minimum. . . . . . . . . . . . . . . . . 87

xiii



4.6 Variation of Alignment Precision (Panel b) and Recall (Panel a) for val-
ues of Phrase Exclusion Probability (PEP) near the critical value. We
also plot four additional quantities derived from the MAP alignment.
These include the number of wrongly hypothesized links q1 (Panel c),
penalty per incorrectly hypothesized alignment link q2 (Panel d), the
number of phrase-pair transductions (Panel e), and the percentage of
Excluded Phrase Counts (Panel f). Results are shown on the French-
English task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.7 Effect of phrase-pair inventory size on TTM word alignment quality.
IBM-4 models are trained on 48K sentence-pairs from French-English
Hansards and word alignments are obtained over the collection. Four
subsets are constructed from this set of word alignments and phrase-
pair inventories were collected over each subset. For each inventory,
MAP word alignments under the TTM are obtained, and Alignment
Precision (Panel a), Alignment Recall (Panel b), and AER (Panel c)
are measured as functions of Phrase Exclusion Probability (PEP). In-
ventories are shown in Table 4.5. . . . . . . . . . . . . . . . . . . . . 91

4.8 Effect of word alignment quality of underlying IBM-4 models on align-
ment performance of TTM. IBM-4 models are trained on four nested
subsets of the French-English Hansards bitext and word alignments
are obtained over the smallest subset (5K sentence pairs). A phrase-
pair inventory are constructed over each word alignment. For each
inventory, MAP word alignments under the TTM are obtained, and
Alignment Precision (Panel a), Alignment Recall (Panel b), and AER
(Panel c) are measured as functions of Phrase Exclusion Probability.
Inventories are shown in Table 4.6. . . . . . . . . . . . . . . . . . . . 94

4.9 Effect of multiple phrase segmentations of the source sentence on TTM
word alignment quality. MAP Word Alignments Under the TTM are
obtained using the two-step alignment process (Equation 4.2) that con-
siders only a single phrase segmentation of the source sentence These
are compared to MAP word alignments obtained using all segmenta-
tions of the source sentence (Equation 4.1). In both cases, Alignment
Precision (Panel a), Alignment Recall (Panel b), and AER (Panel c)
are measured are functions of Phrase Exclusion Probability. . . . . . 95

4.10 Effect of Reorderings of the Source Phrase Sequence on TTM align-
ment quality. MAP Word Alignments under the TTM are obtain using
a fixed number of reorderings (N = 400) of the single phrase segmenta-
tion of the source sentence. Performance is compared with MAP word
alignments obtained without reordering the source phrase sequence.
We measure AER (Panel a) and Average Phrase Movement (Panel b)
as functions of the Phrase Exclusion Probability (PEP). Results are
shown on the French-English Task. . . . . . . . . . . . . . . . . . . . 98

xiv



5.1 A heavily pruned translation lattice for the French sentence: Monsieur
le orateur , ma question se adresse a le ministre charge de les transports
. Each transition in this lattice has the format w/c where w is a word
and c is a cost. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.2 An N-best (N=5) list of English translations for the French sentence:
Monsieur le orateur , ma question se adresse a le ministre charge de
les transports . The list is generated from the translation lattice shown
in Figure 5.1. <s> and </s> denote the sentence beginning and the
sentence end symbols respectively. . . . . . . . . . . . . . . . . . . . 105

5.3 Translation Performance of the TTM as a function of the Phrase Ex-
clusion Probability (PEP) when one reference translation is considered.
We measure BLEU and WER on the French-English (Panel a,c) and
the Chinese-English Tasks (Panel b,d). . . . . . . . . . . . . . . . . . 108

5.4 Translation Performance of the TTM as a function of the Phrase Ex-
clusion Probability (PEP) on the French-English task. We measure
BLEU (Panel a), BPrecision (Panel b), Brevity Penalty (Panel c), and
Source-to-Target Length Ratio (Panel d) as functions of PEP. . . . . 109

5.5 Analysis of BLEU Precision for values of Phrase Exclusion Probability
(PEP) close to its maximum permissible value. We measure the fol-
lowing as functions of PEP : STLRatio (Panel a), BPrecision (Panel b)
and each of the n-gram precisions, n = 1, 2, 3, 4 (Panels c-f). Results
are shown on the French-English task. . . . . . . . . . . . . . . . . . 110

5.6 Translation Performance of TTM as a function of the Phrase Exclu-
sion Probability when Multiple Reference Translations are considered
for scoring. We obtain BLEU, BPrecision, and Brevity Penalty as func-
tions of PEP in two situations: when 1 reference is considered (Panels
a,c,e), and when 4 references are considered (Panels b,d,f). Results are
shown on the Chinese-English task. . . . . . . . . . . . . . . . . . . 111

5.7 Effect of phrase-pair inventory size on translation performance of TTM.
IBM-4 models are trained on 48K sentence-pairs from French-English
Hansards, and word alignments are obtained over the collection. Four
subsets are constructed from this set of word alignments and phrase-
pair inventories were collected over each subset. For each inventory,
translations under the TTM are obtained, and BLEU (Panel a), NIST
(Panel b), and WER (Panel c) are plotted as functions of the bitext
size employed to construct the inventory. Inventories are shown in
Table 4.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

xv



5.8 Translation performance of TTM as a function of the bitext size em-
ployed in training the underlying IBM-4 models. IBM-4 models are
trained on four nested subsets of the French-English Hansards bitext,
and word alignments are obtained over the smallest subset (5K sen-
tence pairs). A phrase-pair inventory is constructed over each word
alignment. For each inventory, translations under the TTM are ob-
tained, and BLEU (Panel b), NIST (Panel c), and WER (Panel d) are
plotted as functions of the bitext size employed in training the under-
lying IBM-4 models. We also measure AER of the underlying IBM-4
models (Panel a). Inventories are shown in Table 4.6. . . . . . . . . 114

5.9 Variation of oracle-best BLEU scores with the size of the N-best list
on the French-English Task. For each N-best list on the test set, the
oracle BLEU hypothesis is computed under the sentence-level BLEU
metric. The oracle hypotheses are concatenated over the test set, and
the test-set BLEU score is measured. . . . . . . . . . . . . . . . . . . 115

6.1 An example of two competing word alignments for an English-French
sentence pair. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.2 Parse tree for an English sentence with the pairwise syntactic distances
between words. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.3 A heavily pruned IBM-3 alignment lattice for the English-French sen-
tence pair: E=it is quite understandable . F=ce est tout a fait com-
prehensible . Each transition in this lattice has the format x j : y i
where x = ej and y = fi; the link (i, j) indicates that English word ej

is aligned to the French word fi. . . . . . . . . . . . . . . . . . . . . 139

7.1 Two competing English translations for a Chinese sentence with their
word-to-word alignments. . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.2 The reference translation for the Chinese sentence from Figure 7.1
with its word-to-word alignments. Words in the Chinese (English)
sentence shown as unaligned are aligned to the NULL word in the
English (Chinese) sentence. . . . . . . . . . . . . . . . . . . . . . . . 147

7.3 An example showing a parse-tree for a Chinese sentence and parse-trees
for its reference translation and two competing hypothesis translations.
We also show the alignment between one of the nodes in the Chinese
tree with corresponding nodes in the three English trees. The complete
node-to-node alignment between the Chinese parse tree and the three
English trees is given in Table 7.1. . . . . . . . . . . . . . . . . . . . 150

xvi



List of Tables

1.1 Translation Performance of seven MT systems as measured under vari-
ous evaluation criteria. Results are reported on the NIST 2003 Chinese-
English evaluation set and the measurements are case-insensitive. Note
that better systems correspond to higher BLEU, NIST and F-measure
scores, and to lower error rates (mPER and mWER). . . . . . . . . . 4

1.2 Performance of Oracle-best translations under different evaluation met-
rics. The oracle-best translation is computer over an N-best list gener-
ated by an MT system. We also show the performance of the Maximum
A Posteriori (MAP) translation produced by the MT system. . . . . 5

2.1 Performance of single system SMBR speech recognizers. . . . . . . . . 45
2.2 Performance of Multiple-System SMBR Decoding. . . . . . . . . . . . 46

3.1 A portion of the source phrase inventory restricted to the phrases in
the English sentence : what are its terms of reference. . . . . . . . . 60

3.2 A portion of the phrase-pair inventory used to build the Phrase Trans-
ducer Y . Y is a trivial single state transducer with number of arcs
equal to the size of the inventory. . . . . . . . . . . . . . . . . . . . . 69

4.1 Word alignments within each phrase-pair present in the example Align-
ment Lattice (Figure 4.4). Each word alignment is shown as a bag of
links; a link (i, j) indicates that the English word ei is linked to the
French word fj within that phrase-pair. . . . . . . . . . . . . . . . . . 82

4.2 Distribution of the number of words in the target and the source
phrases over the Phrase-Pair Inventory on the French-English Task.
The entries are phrase-pair counts in multiples of 1000, and the bold
entries denote the maximum count in each row. . . . . . . . . . . . . 83

4.3 Distribution of the number of words in the target and the source
phrases over the Phrase-Pair Inventory on the Chinese-English Task.
The entries are phrase-pair counts in multiples of 1000, and the bold
entries denote the maximum count in each row. . . . . . . . . . . . . 84

xvii



4.4 TTM Alignment Performance on the French-English and the Chinese-
English Alignment Tasks. . . . . . . . . . . . . . . . . . . . . . . . . 85

4.5 Statistics over Phrase-Pair Inventories extracted from four subsets of
the French-English Hansards. IBM-4 models are trained on 48K sentence-
pairs from Hansards and word alignments are obtained on the training
set. Four phrase-pair inventories are then constructed from four nested
subsets of these word alignments. The coverage by each inventory of
the test set is also reported. . . . . . . . . . . . . . . . . . . . . . . . 90

4.6 Statistics over four different Phrase-Pair Inventories collected from a
5K subset of the French-English Hansards. IBM-4 models are trained
on four nested subsets of the French-English Hansards bitext and word
alignments are obtained over the smallest (5K) subset. A phrase-pair
inventory is collected over each word alignment. The alignment quality
(in AER) of each underlying IBM-4 model and the coverage by each
inventory of the test set are reported. . . . . . . . . . . . . . . . . . 93

4.7 Analysis of the effect of Word Alignment Quality on TTM Alignment
Performance. We select two systems from Figure 4.8 with constant
Alignment Recall, and measure Alignment Precision and AER for these
systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.8 Effect of an Unweighted Source Segmentation Model on TTM Align-
ment Quality. Results are shown on the French-English Hansards Task. 96

4.9 Effect of number of reorderings of the source phrase sequence on TTM
alignment quality. MAP word alignments under the TTM is obtained
as a function of the number of reorderings of the source phrase sequence
in the French-English Task. In each case, we measure Alignment Qual-
ity (Precision, Recall and AER), Average Phrase Movement and the
percentage of Excluded Phrase Counts (EPC). . . . . . . . . . . . . . 99

5.1 Translation Performance of the TTM on the French-English and Chinese-
English Translation Tasks. For comparison, we also report performance
of ReWrite Decoder with the French-English and Chinese-English IBM-
4 translation models used to create the Phrase-Pair inventories. . . . 107

5.2 Examples of translations under the TTM at various levels of translation
performance as measured by the sentence-level BLEU score. These
examples are selected from the NIST 2002 MT evaluation set. . . . . 117

5.3 Statistics computed over chunk-pairs extracted from bitext sources in
the NIST Chinese-English 2004 MT task. . . . . . . . . . . . . . . . . 119

5.4 Composition by Bitext Source over 3 partitions of the Chinese-English
bitext training set. For each partition we also report the Alignment
Error Rate of the IBM-4 models on a 124-sentence subset of Eval01
test set. H.C. refers to a heterogeneous collection of bitext sources
(Xinhua+Hansards+CTB+Sinorama). . . . . . . . . . . . . . . . . . 120

xviii



5.5 Statistics computed over TTM Phrase-Pair inventories restricted to
the NIST 2001, 2002, 2003 and 2004 Chinese-English MT test sets. . 120

5.6 Performance of the Chinese-to-English system at various evaluation
stages on the NIST 2004 MT task. We report the performance of the
TTM system under three different language models, and the perfor-
mance of MBR decoders over N-best lists generated under the 4-gram
LM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.7 Performance of the JHU-TTM system relative to the 4 best compet-
ing MT systems that were fielded by other industrial and academic
researchers in the NIST 2004 evaluation. . . . . . . . . . . . . . . . . 122

6.1 Performance (%) of MBR decoders over IBM-3 alignment lattices. We
measure the quality of the ML alignments and the MBR alignments
under Precision Error (PE), Recall Error (RE), and Alignment Error
(AE). Results are shown under Alignment Precision, Alignment Recall,
and Alignment Error Rate metrics. For each metric the error rate of
the matched decoder is in italics. . . . . . . . . . . . . . . . . . . . . 141

6.2 Performance (%) of MBR decoders over IBM-3 alignment lattices. We
measure the alignment quality of the ML alignments and the MBR
alignments under Alignment Error (AE) and Generalized Alignment
Error using Parse-Trees (PTSD), Part-of-Speech Tags (POSD), and
Automatic Word Classes (AWCD). Results are shown under Alignment
Error Rate (AER) and the Generalized Alignment Error Rates. For
each metric the error rate of the matched decoder is in italics. . . . . 142

6.3 Performance (%) of MBR decoders over TTM alignment lattices. We
measure the quality of the ML alignments and the MBR alignments
under Precision Error (PE), Recall Error (RE), and Alignment Error
(AE). Results are shown under Alignment Precision, Alignment Recall,
and Alignment Error Rates. For each metric the error rate of the
matched decoder is in bold. . . . . . . . . . . . . . . . . . . . . . . . 143

6.4 Oracle-best Alignment Error Rate, Alignment Precision, and Align-
ment Recall on Alignment Lattices generated by the IBM-3 transla-
tion model and the TTM. The difference in alignment performance
(Delta scores) between the Oracle-best hypothesis and the maximum
likelihood hypothesis is also shown in each case. . . . . . . . . . . . . 143

7.1 Bi-Tree Loss Computation for the parse-trees shown in Figure 7.3.
Each row shows a mapping between a node in the parse-tree of the
Chinese sentence and the nodes in parse-trees of its reference transla-
tion and two hypothesis translations. . . . . . . . . . . . . . . . . . . 151

7.2 Comparison of the different loss functions for hypothesis and reference
translations from Figures 7.1, 7.2. . . . . . . . . . . . . . . . . . . . . 153

xix



7.3 Translation performance of the MBR decoders on WS’03 N-best lists.
We measure performance of the MAP decoder and the MBR decoders
under BLEU, WER, PER, and BiTree loss functions. Results are re-
ported on the NIST 2001+2002 Test set. For each metric, the perfor-
mance under a matched condition is shown in italics. Note that better
results correspond to higher BLEU scores and to lower error rates. . . 156

7.4 Translation performance of the MBR decoders on TTM N-best lists.
We measure the performance of the MAP decoder and the MBR de-
coders under BLEU, WER, and PER loss functions. Results are re-
ported on the NIST 2002 Test set. For each metric, the performance
under a matched condition is shown in italics. Note that better results
correspond to higher BLEU scores and to lower error rates. . . . . . 156

xx



1

Part I

Preliminaries



2

Chapter 1

Introduction

Automatic Speech Recognition (ASR) and Machine Translation (MT) are two key

language technologies that are emerging as the core components of various information

processing systems [85, 26, 19]. The two technologies share the ultimate goal of

transforming information from an unfamiliar representation (speech or foreign text)

into text in a readable form. They are also similar in that each can be formulated in

a generative source-channel modeling framework [40, 9]. This allows the statistical

models for ASR (or MT) to be decomposed into two components: a language model

that governs the generation of word strings from the source and an acoustic (or

translation) model that describes the transformation of word strings into acoustic

observation sequences (or foreign language word strings) by the transfer channel.

Finally, there is a third aspect in which ASR and MT resemble each other; outputs of

both systems are deployed for similar downstream applications such as Information

Extraction, Information Retrieval, and Summarization. The objective of this thesis

is to develop statistical classification techniques in these two problems.

In Automatic Speech Recognition we focus on Speech Transcription which involves

producing a word level transcription of the acoustic signal. In Statistical Machine

Translation (SMT) our focus is on two problems. The first problem is the transla-

tion of texts from one natural language (such as French) to another (e.g. English).

The second problem is the word alignment of bilingual texts (bitexts). Bitext word

alignment involves identification of word and phrase correspondences between pairs of
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translated sentences. Bitext word alignments are crucial for building SMT systems.

In addition, word alignments are valuable for other natural language processing ap-

plications, such as automatic dictionary construction [66] and projection of linguistic

annotation (e.g. part-of-speech tags) across languages [106].

1.1 Error Criteria and Classification Techniques

We start with an introduction of criteria used in evaluating speech recognition,

bitext word alignment, and machine translation systems. The criteria can be broadly

divided into task-specific and task-independent metrics.

Task-specific metrics evaluate the ASR or MT system via performance on specific

applications where the transcription or translation is utilized. Examples include Key-

word error rate in Word Spotting, Precision and Recall in Information Retrieval, and

Slot error rate in Named Entity Detection.

Task-independent metrics, on the other hand, measure different aspects of tran-

scription or translation quality independent of any particular application of the au-

tomatic system.

An ASR transcription is usually evaluated under Word Error Rate (WER) and

Sentence Error Rate (SER) metrics. Word Error Rate measures the number of in-

correctly hypothesized words in the transcription relative to a manually generated

transcription. Sentence Error Rate measures the number of incorrectly hypothesized

sentences in the ASR transcription.

In translation, a bitext word alignment is evaluated with respect to a reference

word alignment created by a competent human translator. The alignment perfor-

mance against the reference alignment is measured using Alignment Precision, Align-

ment Recall, and Alignment Error Rate (AER) metrics [82].

Evaluation of MT systems is a harder problem than the evaluation of speech recog-

nition or word alignment systems. Conventionally, translations have been evaluated

by human translators who weigh many aspects of translation, including adequacy,

fidelity, and fluency [39, 105]. However, such evaluations are extremely expensive

and time consuming thus creating a bottleneck for MT system development. In re-
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System BLEU (%) NIST F-measure mPER(%) mWER(%)
1 30.6 9.02 0.77 41.75 65.16
2 27.7 8.58 0.74 43.86 66.83
3 21.9 7.91 0.70 46.46 68.49
4 24.2 7.56 0.75 47.84 70.26
5 19.2 7.25 0.72 49.56 71.18
6 16.8 7.05 0.64 51.03 72.32
7 10.2 4.32 0.54 59.04 75.98

Table 1.1: Translation Performance of seven MT systems as measured under various
evaluation criteria. Results are reported on the NIST 2003 Chinese-English evaluation
set and the measurements are case-insensitive. Note that better systems correspond
to higher BLEU, NIST and F-measure scores, and to lower error rates (mPER and
mWER).

cent years there has been active research in developing automatic translation metrics

that correlate well with human judgements of translation quality [86, 21, 67]. This

has resulted in the development of various translation metrics such as the BLEU

score [86], NIST score [21], F-score [67], multi-reference Position-independent Word

Error Rate (mPER) [79], multi-reference Word Error Rate (mWER) [79], and many

other measures (See [5]). Unlike ASR metrics, these criteria measure performance of

the automatic translation against multiple reference translations produced by differ-

ent translation agencies.

The above criteria illustrate the variety of metrics by which MT systems can be

evaluated. Given the difficulty of judging translation quality, it is unlikely that a

single global metric will perform better than all other metrics. It is more likely that

specialized metrics will be used to measure specific aspects of MT system performance.

Our interest in this thesis is not in the development of better evaluation metrics.

Instead, we would like to investigate how automatic systems can be tuned for each

individual criterion.

Towards this goal we now study how different evaluation metrics can influence

the relative rankings of automatic systems. We obtain translations from seven MT

systems on the NIST 2003 Chinese-English MT evaluation set [78], and then evaluate

each translation under the five translation criteria mentioned above (Table 1.1). We
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Hypothesis BLEU (%) mPER (%) mWER (%)
MAP 27.1 44.2 67.3

Oracle-best translation
Metric
BLEU 38.4 39.0 62.1
mPER 31.5 34.9 62.0
mWER 32.2 38.8 56.8

Table 1.2: Performance of Oracle-best translations under different evaluation metrics.
The oracle-best translation is computer over an N-best list generated by an MT sys-
tem. We also show the performance of the Maximum A Posteriori (MAP) translation
produced by the MT system.

observe that ranks of systems 2, 3, 4, and 5 are sensitive to the evaluation criterion

while the ranks of systems 1, 6, and 7 are invariant to the criterion. This study shows

that different translation metrics can often rank automatic systems differently. This

is of importance in system development because an MT system that is optimized with

respect to a given metric might perform poorly when evaluated against a different

metric. We therefore see a need to build specialized MT systems optimized for each

individual translation criterion.

To further see the value in building specialized decoders, we perform a second

experiment. We generate a 1000-best list of translations under a baseline MT system

(see Chapter 3). From this list we obtain the translation that is closest to the reference

translation(s) under each translation metric; we will refer to this translation as the

oracle-best translation under the metric. In Table 1.2 we show the performance of

the oracle-best translations under the BLEU, mPER, and mWER metrics. We also

report the performance of the Maximum A Posteriori (MAP) translation produced

by the MT system.

We observe that under each of the three translation metrics, the oracle-best trans-

lation can yield substantial gains over the MAP hypothesis. In all instances, the

oracle-best hypothesis for a given metric gives the best translation performance un-

der the corresponding criterion. This suggests that it might be useful to develop

decoding procedures that are tuned for each evaluation criterion.

In this thesis we will employ a statistical classification framework that enables



6

us to construct speech recognition, bitext word alignment and translation systems

sensitive to specific error criteria. Depending on the problem, the framework attempts

to minimize the cost of recognition, alignment, or translation errors. We will show

how this framework can compensate for the mismatch between decoding criteria of

systems and their evaluation criteria. This is of value in particular because most of

the current ASR and MT systems use Maximum A Posteriori (MAP) techniques for

decoding [40]. The MAP decoding criterion is optimal under the Sentence Error Rate

which is rarely the metric of interest in evaluating ASR or MT systems.

The framework that we propose requires the design of Loss Functions to measure

the quality of automatically produced hypotheses (e.g. transcriptions) relative to

manually produced hypotheses. We will show that loss functions can be obtained in

two ways. They can be derived from standard evaluation metrics; alternatively, they

can be constructed so as to measure characteristics such as syntactic well-formedness

in the hypothesis.

Given a desired loss function, we now introduce the classification framework that

will allow us to build a decoder optimized under this loss function. We will introduce

this framework in the context of speech recognition.

1.2 Minimum Bayes-Risk Decoding Framework

Automatic Speech Recognition can be viewed as a classification problem in which

an acoustic observation sequence A = a1, a2, ..., aT is mapped to a word string W =

w1, w2, ..., wN , where wi are words belonging to a vocabulary V .

We assume that a languageW is known; it is a subset of the set of all word strings

over V . This language specifies the word strings that could have produced any acoustic

data seen by the ASR system. We further assume that the ASR classifier selects its

hypothesis from a setWh of word strings. This set, called the hypothesis space of the

classifier, would usually be a subset of the language. The ASR classifier can then be

described as the functional mapping δ(A) : A →Wh.

Let l(W,W ′) be a real valued loss function that describes the cost incurred when an

utterance W belonging to language W is mistranscribed as W ′ ∈ Wh. An example
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loss function is Levenshtein distance [62] that measures the minimum string edit

distance (word error rate) between W and W ′. This loss function is defined as the

minimum number of substitutions, insertions and deletions needed to transform one

word string into another.

Suppose the true distribution P (W,A) of speech and language is known. It would

then be possible to measure the performance of a classifier δ as

R(δ(A)) = EP (W,A)[l(W, δ(A))]. (1.1)

This is the expected loss when δ(A) is used as the classification rule for data generated

under P (W,A). The classification rule that minimizes R(δ(A)) is given by [7]

δR(A) = argmin
W ′∈Wh

∑
W∈W

l(W,W ′)P (W |A). (1.2)

We note that while the sum in Equation 1.2 is carried out over the entire language of

the recognizer, only those word strings with non zero conditional probability P (W |A)

contribute to the sum. Let We denote the subset of W such that

We = {W ∈ W|P (W |A) > 0}. (1.3)

Equation 1.2 can now be re-written as

δR(A) = argmin
W ′∈Wh

∑
W∈We

l(W,W ′)P (W |A). (1.4)

The sum
∑

W∈We
l(W,W ′)P (W |A) in Equation 1.4 is called the posterior risk [7];

for convenience, we will drop ’posterior’ and refer to it as the risk. We refer to the

classifier given by Equation 1.4 as the Minimum Bayes-Risk (MBR) classifier.

The set We serves as the evidence for the MBR classifier using which it selects

the hypothesis. Therefore, we shall refer to We as the evidence space for the acoustic

observations A. The distribution P (W |A) describes the evidence space and shall be

referred to as the evidence distribution.

Our treatment so far assumes that the true distribution over the evidence is avail-

able. This distribution is obtained by applying Bayes rule

P (W |A) = P (W )P (A|W )/P (A), (1.5)
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where the component distributions are approximated by models. Of course, P (W )

and P (A|W ) are not available and must be approximated by models. P (W ) is ap-

proximated as the language model and P (A|W ) is obtained from hidden Markov

model acoustic likelihoods.

1.2.1 Lattices and N-best Lists

We approximate the hypothesis and the evidence spaces (We and Wh) of the

MBR decoder (Equation 1.4) by Lattices or N-best Lists generated under a statistical

model. We now briefly introduce these two terms; more details on the structure and

representation of lattices and N-best lists will be provided within specific contexts in

this thesis.

A Lattice refers to a large collection of likely hypotheses that can be compactly

represented as a directed acyclic graph or an acyclic Weighted Finite State Acceptor

(WFSA) [74, 73]. Formally, a WFSA A = (Q,Λ, qs, F, T ) is given by a finite set of

statesQ, a set of transition labels Λ, an initial state qs ∈ Q, a set of final states F ⊆ Q,

and a finite set of transitions T . A transition t = (p, q, l, s) can be represented by an

arc from the source state p to the destination state q, with the label l and the weight

s. A path in A is a sequence of consecutive transitions T = t1...tn such that p1 = qs,

pi+1 = qi, and qn ∈ F . Figure 1.1 gives an example of a recognition word lattice

represented as a WFSA; each path in this lattice is a sentence hypothesis generated

by a speech recognizer.

In our applications, the transition weight will represent a negative log probability

so that the weight associated with the path T is computed as
∑n

i=1 si. Each path in

the lattice represents a hypothesis ln1 along with its log likelihood −
∑n

i=1 si under the

statistical model. In this dissertation we will introduce lattices for speech recognition,

bitext word alignment, and translation. The lattices in each of these problems share

the same underlying WFSA structure but the labels l ∈ Λ on the transitions of the

WFSA will be different for each problem. In recognition and translation lattices,

labels specify words (as in Figure 1.1) while in bitext word alignment, labels specify

links between words in the source language (e.g. English) sentence and the target
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0 1!sent_start/0 2oh/0
3we/72.82

well/72.28

4

yeah/0 5

yeah/0

yeah/43.33

6!sent_end/0

!sent_end/0

Figure 1.1: An example of a recognition word lattice represented as a Weighted Finite
State Acceptor. States are represented by circles. The initial state is represented by
a bold circle and the final state by double circles. The label and weight of a transition
are marked on the corresponding arc by l/w.

language (e.g. French) sentence.

An N-best List is an enumeration of the N most likely hypotheses (transcriptions,

translations, word alignments) given a observation. An N-best list can be generated

from a lattice as strings with N highest likelihood values [71].

1.2.2 Relationship with MAP decoding

We now describe how the MBR decoder is related to the conventional MAP de-

coder

δMAP(A) = argmax
W∈We

P (W |A). (1.6)

The MAP decoder can be seen as a special case of the MBR decoder by considering a

hypothesis space that is identical to the evidence space and a 0/1 loss function that

assigns equal cost of one to all misclassifications.

l0/1(W,W
′) =

{
1 W 6= W ′

0 otherwise.
(1.7)

Under these conditions, the MBR decoder of Equation 1.4 reduces to

δ(A) = argmax
W ′∈Wh

P (W ′|A), (1.8)
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where

P (W ′|A) =
∑

W∈We

δW (W ′)P (W |A). (1.9)

This is the MAP decoder of Equation 1.6.

The above derivation illustrates why we are interested in MBR decoder for general

loss functions. The MAP decoder is the optimal decoder with respect to a loss function

that is overly harsh. This loss function does not differentiate between different types

of recognition errors, and all wrong hypotheses are penalized equally. In contrast, we

note that the MBR decoder can be thought of as selecting the Consensus Hypothesis

under a particular loss function [63, 34]. Equation 1.4 selects the hypothesis that is,

in an average sense, closest to all other likely hypotheses.

1.3 Related Work

We here review related work in Automatic Speech Recognition, Statistical Ma-

chine Translation and other areas of Natural Language Processing that incorporate

application-specific or evaluation-specific criteria into estimation and decoding pro-

cedures of automatic systems.

In Automatic Speech Recognition, early investigations into the use of minimum

Bayes-risk criteria for training speech recognizers were performed by Nadas [76, 77].

Since then other researchers [75, 41, 25, 23, 22] have investigated Bayes-risk criteria

in training acoustic models for ASR. However, our primary interest is in minimum

risk classification rather than model estimation.

Stolcke et.al. [92] proposed an approximation of the minimum risk classifier to

generate the minimum expected word error rate hypothesis from N-best lists of tran-

scriptions. Other researchers [28, 27, 63] have proposed posterior probability and

confidence based hypothesis selection strategies for word-error rate reduction that can

be shown as approximations of MBR classifiers [34]. Goel and Byrne [33] presented

the formulation of MBR classifiers for ASR and developed efficient implementations

of MBR decoders via rescoring of N-best lists and word lattices. Our work will closely

follow their formulation.
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In Statistical Machine Translation, Och [80] developed a training procedure that

incorporates various MT evaluation criteria in the training procedure of log-linear

MT models. Foster et.al. [29] developed a text-prediction system for translators

that maximizes expected benefit to the translator under a statistical user model. In

parsing, Goodman [38] developed parsing algorithms that are appropriate for specific

parsing metrics.

There has also been recent work that combines 1-best hypotheses from multiple

translation systems [3]; this approach uses string-edit distance to align the hypotheses

and rescores the resulting lattice with a language model. This approach differs from

MBR decoding in that it combines hypotheses from multiple-systems rather than

from an N-best list generated from a single system.

1.4 This Thesis

This thesis explores Minimum Bayes-Risk decoding approaches in Automatic

Speech Recognition and Statistical Machine Translation.

In Automatic Speech Recognition, we will build on previous work in MBR decod-

ing [33]. MBR decoders have been implemented via A∗ search over recognizer word

lattices, and rescoring of N-best lists. For most practical ASR tasks, word lattices are

very large and the MBR recognizer faces computational problems. We therefore ex-

plore lattice segmentation strategies (Chapter 2) that decompose a single large MBR

search problem over a lattice into a sequence of smaller MBR search problems on

lattice segments. These strategies are termed segmental MBR recognition. A pre-

viously proposed solution to lattice segmentation [36, 32] relied on word confidence

scores and time boundary marks inside a recognition lattice. However this approach

lacked a rigorous formulation, and was not adequate in practice because word time

boundaries are sometimes missing or inaccurate in recognition lattices. We therefore

propose a novel lattice segmentation procedure that is motivated by a risk criterion.

This approach does not rely on the time marks or the likelihood values produced by

the baseline recognizer. We show that lattice segmentation, in conjunction with MBR

decoding, gives consistent improvements as a final stage of a large vocabulary speech
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recognition system. We also present an application of this segmentation strategy to

combine lattices from multiple ASR systems and perform segmental MBR decoding.

We next address the problem of Statistical Machine Translation (Chapters 3-7).

Our goal here is to investigate MBR decoders for two problems: bitext word align-

ment and translation. However, the requirement for building these MBR decoders

is a statistical model for generating word alignment and translation hypotheses. We

therefore take a detour to discuss the development of a statistical translation model.

In Chapter 3 we formulate the Translation Template Model (TTM) and describe how

each component of this model can be implemented using a Weighted Finite State

Transducer (WFST). We then present word alignment and translation under the

TTM (Chapters 4 and 5). We show how bitext word alignment and translation under

the TTM can be performed entirely using standard WFST operations on the TTM

component transducers. In addition, we describe the use of the WFST framework

to generate lattices and N-best lists of word alignment and translation hypotheses.

We report and analyze the word alignment and translation performance of the TTM

on French-English and Chinese-English tasks. We finally discuss the development of

a Chinese-to-English TTM system from large training bilingual texts for the NIST

2004 MT evaluation.

Following the presentation of the translation model, we return to the discussion of

MBR decoders for word alignment (Chapter 6) and translation (Chapter 7). In both

cases we introduce loss functions and discuss their construction. We then present the

formulation of MBR decoders for word alignment and translation. In bitext word

alignment, we discuss the implementation of MBR decoders on alignment lattices

while in translation, we show their implementation on N-best lists. We finally report

the performance of MBR decoders under the various loss functions.

We discuss future research directions in Chapter 8 and conclude in Chapter 9.

1.5 Novel Contributions

We here outline the three main novel contributions of this dissertation.

Our first contribution is the development of a risk-based lattice segmentation
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procedure for Segmental Minimum Bayes-Risk speech recognition. The procedure

allows us to segment a large recognition word lattice into a sequence of smaller sub-

lattices. The core of this procedure is a lattice-to-string alignment technique that

produces a simultaneous Levenshtein alignment of all word strings in a lattice against

any given word string. We show that segmental MBR decoding over lattice segments

yields performance improvements over MBR decoding on unsegmented lattices.

Our second contribution is the formulation and implementation of a Weighted

Finite State Transducer (WFST) Translation Template Model (TTM) for statistical

machine translation. The TTM is a generative source channel model of the translation

process. We provide a derivation of the TTM that allows us to identify the conditional

independence assumptions that underly the WFST implementation. We show that

bitext word alignment and translation under the TTM can be performed entirely

using standard finite state operations. This avoids the necessity to develop specialized

search procedures (such as A∗ decoding or beam search strategies) for performing word

alignment and translation under the model. We also show that this framework also

facilitates generation of alignment and translation lattices without any extra effort in

implementation.

Our third contribution is the development of Minimum Bayes-Risk decoding pro-

cedures for bitext word alignment and translation. In both cases we show the con-

struction of loss functions from standard evaluation criteria or from linguistic analyses

of sentences via parse-trees and part-of-speech tags. For bitext word alignment we

derive closed form solutions to MBR decoders; this allows us to perform an exact and

efficient implementation over alignment lattices. For translation we implement MBR

decoders via rescoring of N-best lists. We demonstrate that the MBR framework

can be used to build specialized MT decoders under each individual alignment and

translation loss function.

1.6 Reader’s Guide

Chapter 2 presents the segmental Minimum Bayes-Risk framework for speech

recognition and word lattice segmentation procedures; readers with a speech recogni-
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tion background may read this chapter by itself.

Readers interested in machine translation may skip straight to Chapters 3-7.

Specifically,

• Chapter 3 provides a detailed introduction to the Translation Template Model,

its formulation and implementation using weighted finite state transducers.

• Chapters 4 and 5 discuss bitext word alignment and translation under the Trans-

lation Template Model.

• Chapters 6 and 7 present Minimum Bayes-Risk decoders for bitext word align-

ment and translation respectively.

Finally, readers interested in the application of Minimum Bayes-Risk techniques

may skip straight to Chapters 2, 6, and 7. These three chapters illustrate the formu-

lation of min-risk techniques in three different problems within speech and language

engineering.
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Part II

Automatic Speech Recognition
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Chapter 2

Segmental Minimum Bayes-Risk

Speech Recognition

We have presented the formulation of Minimum Bayes-Risk (MBR) speech rec-

ognizers in Section 1.2. For most large vocabulary speech recognition tasks such as

SWITCHBOARD [31], the hypothesis and evidence spaces of the MBR decoder are

very large, and the MBR recognizer faces computational problems. Previous research

in MBR decoding [33] focussed on efficient search procedures to implement the MBR

recognizer (Equation 1.4) via rescoring of N-best lists and word lattices. However,

when the recognizer search spaces (e.g. word lattices) are large, we still need to

prune the spaces when performing MBR decoding using the above implementations.

This pruning of word lattices can lead to search errors in MBR decoding. In this

chapter we discuss a set of strategies that segment the hypothesis and the evidence

spaces of the MBR recognizer in an attempt to avoid search errors. The segmentation

transforms the original MBR search problem into a sequence of smaller MBR search

problems that can be solved easily. We will refer to this framework as Segmental

MBR decoding [37, 35] (Section 2.1).

Our focus is on word lattice segmentation procedures that underly segmental

MBR decoding. In Section 2.2, we propose a procedure that segments recognition

word lattices into smaller sub-lattices. This procedure is motivated by the observa-

tion that under an ideal lattice segmentation the risk (Equation 1.1) of each word
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string in the lattice is unchanged after segmentation. We next discuss two segmental

MBR decoding procedures over N-best lists (Section 2.3); each of these procedures

involves segmentation of N-best lists followed by MBR decoding over the segments.

We then present an application of the lattice segmentation procedure to segmental

MBR decoding over lattices generated by multiple ASR systems (Section 2.4). We

finally report the performance of single-system and multiple-system segmental MBR

decoders in Section 2.5.

2.1 Segmental Minimum Bayes-Risk Decoding

We first introduce a segmentation rule R(W ) which divides strings in the language

W into N segments of zero or more words each. We denote the ith segment of W

as Ri(W ). In this way, we impose a segmentation of the space W into segment sets

W1 · W2 · · · WN , where

W i = {W ′ : W ′ = Ri(W ),W ∈ W}.

When applied to We, R generates N evidence segment sets W i
e, i = 1, 2, ..., N . We

now define the marginal probability (i.e. probability of finite dimensional cylinder

sets) of any word string W ∈ W i
e

Pi(W |A) =
∑

W ′∈We:Ri(W ′)=W

P (W ′|A). (2.1)

The application of the segmentation rule to the hypothesis space yields hypothesis

segment sets W i
h. The concatenation of the sets W i

h, i = 1, 2, ..., N yields a search

space W∗
h that is the cross-product of the hypothesis segment sets W i

h, i = 1, 2, ..., N .

Concatenating the sets may introduce new hypotheses since suffixes can be appended

to prefixes in ways that were not permitted in the original space. However no hy-

potheses are lost through the concatenation. It is our goal to search over this larger

space and, by considering more hypotheses, possibly achieve improved performance.

We now discuss the inclusion of the segmentation rule into MBR decoding. We

begin by making the strong assumption that the loss function between any pair of
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evidence and hypothesis strings W ∈ We,W
′ ∈ Wh distributes over the segmentation,

i.e.

l(W,W ′) =
N∑

i=1

l(Ri(W ), Ri(W ′)). (2.2)

Under this assumption, we can now state the following proposition [34].

Proposition. An utterance level MBR recognizer given by

δ(A) = Ŵ = argmin
W ′∈W∗

h

∑
W∈We

l(W,W ′)P (W |A) (2.3)

can be implemented as a concatenation

Ŵ = Ŵ 1 · Ŵ 2 · · · ŴN , (2.4)

where

Ŵ i = argmin
W ′∈Wi

h

∑
W∈Wi

e

l(W,W ′)Pi(W |A), i = 1, 2, ..., N (2.5)

This proposition defines the Segmental MBR (SMBR) decoder. Equation 2.5 follows

by substituting Equation 2.2 into Equation 2.3.

A special case of segmental MBR recognition is particularly useful in practice. It

arises when the strings in the hypothesis and evidence segment sets are restricted to

length one or zero, i.e. individual words or the NULL word. We also assume that

there is a 0/1 loss function on the segment sets

l(w,w′) =

{
0 if w = w′

1 otherwise.
(2.6)

Under these conditions the segmental MBR recognizer of Equation 2.5 becomes

Ŵ i = argmax
w′∈Wi

h

P (w′|A). (2.7)

Equation 2.7 is the maximum a-posteriori decision over each hypothesis segment

set. In each segment set the posterior probability of all the words are first computed

based on the evidence space, and the word with the highest posterior probability

is selected. We call this procedure segmental MBR voting. This simplification has

been utilized in several N-best list and lattice based hypothesis selection procedures
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to improve the recognition word error rate. As discussed in Section 1.3, these proce-

dures [28, 27, 63] can be shown to be approximations of MBR decoders.

This summarizes the relationship between SMBR decoding, MAP decoding and

segmental MBR voting. From Equation 2.3, if the hypothesis and the evidence spaces

were not segmented, MBR decoding under the 0/1 loss function would lead to the

standard MAP rule: Ŵ = argmaxW ′∈Wh
P (W ′|A). Introducing hypothesis space

segmentation transforms the standard MAP rule to segmental MBR voting as in

Equation 2.7.

2.1.1 Induced Loss Functions

For a given loss function, evidence space and hypothesis space, it may not be

possible to find a segmentation rule such that Equation 2.2 is satisfied for any pair

of hypothesis and evidence strings. However, given any segmentation rule, we can

specify an associated induced loss function defined as

lI(W,W
′) =

N∑
i=1

l(Ri(W ), Ri(W ′)). (2.8)

From the discussion of Proposition 1, we see that the segmental MBR recognizer is

equivalent to an utterance level MBR recognizer under the loss function lI . Therefore,

the overall performance of the SMBR recognizer under a desired loss function l will

depend on how well lI approximates l.

2.1.2 Trade-offs in Segmental MBR decoding

For ASR, we are particularly interested in the Levenshtein loss function that mea-

sures the minimum number of edit-operations (insertions, deletions and substitutions)

need to transform a word sequence into another word sequence. Here, a segmentation

of the hypothesis and evidence spaces will rule out some string alignments between

word sequences. Therefore, under a given segmentation rule, the alignments permit-

ted between any two word strings from Wh and We might not include the optimal

alignment needed to achieve the Levenshtein distance. Therefore, the choice of a
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given segmentation involves a trade-off between two types of errors: search errors

from MBR decoding on large segment sets and the errors in approximating the loss

function due to the segmentation.

The Segmental MBR framework does not provide actual hypothesis and evidence

space segmentation rules; it only specifies the constraints that these rules must obey.

The construction of segment sets therefore remains a design problem to be addressed

in an application specific manner. In the following sections we present procedures

to construct the segment sets from recognition lattices under the Levenshtein loss

function.

2.2 SMBR Lattice Segmentation

A recognition lattice is essentially a compact representation for very large N-best

lists and their likelihoods. Formally, it is a directed acyclic graph, or an acyclic

weighted finite state acceptor (WFSA) [73] W = (Q,Λ, qs, F, T ) with a finite set of

states (nodes) Q, a set of transition labels Λ, an initial state qs ∈ Q, the set of final

states F ⊆ Q, and a finite set of transitions T . The set Λ is the vocabulary of the

recognizer. A transition belonging to T is given by t = (p, q, w, s) where p ∈ Q is the

starting state of this transition, q ∈ Q is the ending state, w ∈ Λ is a word, and s is

a real number that represents a ‘cost’ of this transition. s is often computed as the

sum of the negative log acoustic and language model scores on the transition. Some

of the transitions in the WFSA may carry the empty string w = ε; these are termed

ε transitions. A complete path through the WFSA is a sequence of transitions given

by T = {(pk, qk, wk, sk)}nk=1 such that p1 = qs, pi+1 = qi, and qn ∈ F . The word string

associated with T is wn
1 . For this word string we can obtain the joint acoustic and

language model log-likelihood as logP (wn
1 , A) = −

∑n
k=1 sk. In this work the finite

state operations are performed using the AT&T Finite State Toolkit [72].

It is conceptually possible to enumerate all lattice paths and explicitly compute the

MBR hypothesis according to Equation 1.4 [92]. However, for most large vocabulary

ASR systems it is computationally intractable to do so. Goel et. al. [33] described

an A∗ search algorithm that utilizes the lattice structure to search for the MBR
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word string. Building on that approach, we present lattice node based segmentation

procedures in which each segment maintains a compact lattice structure.

2.2.1 Lattice Segmentation using Node Sets

The ASR word lattices are directed and typically acyclic, therefore they impose a

partial ordering on the lattice nodes. We say n1 ≤ n2 if either n1 = n2 or there is at

least one path connecting nodes n1 and n2 in the lattice and n1 precedes n2 on this

path.

Let (Ns, Ne) be an ordered pair of lattice node sets such that

P1. For all nodes n ∈ Q, there is at least one node n′ ∈ Ns such that n ≤ n′ or

n′ ≤ n.

P2. For all nodes n ∈ Q, there is at least one node n′ ∈ Ne such that n ≤ n′ or

n′ ≤ n.

P3. For any n ∈ Ne, there is no node n′ ∈ Ns such that n ≤ n′.

Properties P1 and P2 essentially state that all lattice paths from lattice start to lattice

end pass through at least one node of Ns and one node of Ne. Property P3 says that

nodes of Ns on any lattice path precede nodes of Ne on that path. An example of Ns

and Ne is depicted in the top panel of Figure 2.1.

Each lattice path can now be uniquely segmented into three parts by finding its

first node that belongs to Ns and its first node that belongs to Ne. The portion of

the path from qs to the first node belonging to Ns is the first segment; from the first

node belonging to Ns to the first node belonging to Ne is the second segment; and

from the first node belonging to Ne to a node in F is the third segment.

Segmentation of each lattice path, based on node sets {qs}, Ns, Ne, F , defines a

segmentation rule R to divide the entire lattice into three parts. In general, a rule

for segmenting the lattice into n+1 segments is defined by a sequence of lattice node

sets {qs}, N1, N2, ..., Nn, F such that all ordered pairs (Ni, Ni+1), i = 1, ..., n− 1 obey

P1-P3. The ith lattice segment, Wi, is specified by the node sets Ni−1 and Ni. We
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Figure 2.1: Cutting a lattice based on node sets Ns and Ne (top). The lattice segment
bounded by these sets is shown in the bottom panel by solid line paths.

shall say it is bounded on the left by Ni−1 and on the right by Ni. An example lattice

segment bounded by Ns and Ne is shown in the bottom panel of Figure 2.1. We call

such node based lattice segmentation lattice cutting and the lattice cutting node sets

as cut sets.

We note that lattice cutting yields segment setsWi that are more constrained than

those that could be obtained by explicitly enumerating all lattice paths and segment-

ing them. This is due to the sharing of nodes between lattice paths. However, a useful

property of lattice cutting is that each segment retains the compact lattice format.

This allows for efficient implementation of MBR search on each lattice segment.

We now show that for Levenshtein loss function, fewer lattice segments necessarily

result in a better approximation by the induced loss to the actual loss. Suppose we

have a collection of cut sets C = {Ni}Ri=0 where N0 = qs and NR = F . This collection

identifies a segmentation rule such that the induced loss between W,W ′ ∈ W under

the segmentation is lC(W,W ′) =
∑R

i=1 l(Wi,W
′
i ).

Suppose we discard a cut set Nj from C to form C ′ = C − {Nj}. This defines a
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new induced loss function

lC′(W,W ′) =
R∑

i=1 ,i6=j ,i6=j+1

l(Wi,W
′
i ) + l(Wj ·Wj+1,W

′
j ·W ′

j+1) (2.9)

By the definition of the Levenshtein distance (Appendix in [33])

l(Wj ·Wj+1,W
′
j ·W ′

j+1) ≤ l(Wj,W
′
j) + l(Wj+1,W

′
j+1). (2.10)

Hence lC′(W,W ′) ≤ lC(W,W ′). Therefore, if we segment the lattice along fewer

cut sets, we obtain successively better approximations to the Levenshtein distance.

However as the sizes of the lattice segments increase, SMBR decoding on the resulting

segment sets will inevitably encounter more search errors. Our goal is therefore to

choose a set C that will yield a “good” cutting procedure. Such a cutting procedure

produces small segments that still provide a good approximation of the overall loss.

In the following subsection we describe a risk-driven procedure to identify good

cut sets.

2.2.2 Cut Set Selection Based on Total Risk

Our lattice cutting procedure is motivated by the observation that under an ideal

segmentation the risk of each hypothesis word string is unchanged after segmenta-

tion [46]. The risk after the segmentation is computed under the marginal distribution

of Equation 2.1. Consequently the total risk of all lattice hypotheses

RT =
∑

W ′∈W

∑
W∈W

l(W,W ′)P (W |A) (2.11)

would also be unchanged under this segmentation.

We assume that the posterior probability of the most likely lattice word string

dominates the total risk computation. That is

RT ≈
∑

W ′∈W

l(W̃ ,W ′)P (W̃ |A), (2.12)

where W̃ denotes the MAP word string in the lattice

W̃ = argmax
W∈W

P (W |A), (2.13)
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and W̃ = w̃K
1 . Our goal, then, is to find a segmentation rule so that under the ML

approximation to the total risk, the following holds

P (W̃ |A)
∑

W ′∈W

l(W̃ ,W ′) = P (W̃ |A)
∑

W ′∈W

K∑
i=1

l(W̃i,W
′
i ). (2.14)

Clearly if the rule segments W̃ and each W ′ ∈ W into K substrings so that

l(W̃ ,W ′) =
K∑

i=1

l(W̃i,W
′
i ). (2.15)

then Equation 2.14 holds. In the following we describe how such a rule can be derived

by first producing a simultaneous alignment of all word strings in W against W̃ and

then identifying cut sets in that lattice.

Lattice to Word String Alignment via Finite State Composition

Consider the simple weighted lattice shown in Figure 2.2. We obtain an un-

weighted acceptorW0 from this lattice by zeroing the scores on all lattice transitions.

We also represent the MAP word string W̃ = w̃K
1 as an unweighted finite state ac-

ceptor whose transitions are given as t = {p, q, v} where v = w̃k.k; this labeling keeps

track of both the words and their position in W̃ .

To compute the Levenshtein distance between W̃ and the word sequences in W ,

the possible single-symbol edit operations (insertion, deletion, substitution) and their

costs can be readily represented by a simple weighted transducer T [74]. T is con-

structed to respect the position of words in W̃ (See Figure 2.3). Furthermore, we

can reduce the size of this transducer by including only the transductions that map

words on the transitions of W0 to the words in the MAP hypothesis W̃ .

We can now obtain all possible alignments between W ∈ W0 and W̃ by the

weighted finite state composition

A =W0 ◦ T ◦ W̃ . (2.16)

Constructed in this way, every path in A specifies a word sequence W ∈ W and a

sequence of string-edit operations that transform W to W̃ . In its entirety, A specifies



25

right/292

oh/4

write/284

Figure 2.2: A sample word lattice. The MAP hypothesis is shown in bold.

all possible string-edit operations that transform all word strings in W to W̃ (See

Figure 2.4).

A has transitions t = (p, q, a, s) where a denotes an input-output symbol pair

(w, v). There are three types of transitions: (1) w 6= ε and v = w̃i.i which indicates a

substitution of word w by word w̃i; (2) w 6= ε and v = ε indicates that word w is an

insertion; (3) w = ε and v = w̃i.i shows a deletion with respect to w̃i. The costs s on

the transitions of A arise from the composition in Equation 2.16.

Compact Representation of String Alignments

We now wish to extract from A the Levenshtein alignment between every path

W ∈ W and W̃ . This can be done in two steps. We first perform a sequence

of operations that transforms A into a weighted acceptor A′. A′ contains all the

alignments links in A, but represented in simplified form as an acceptor. We next

use a variant of dynamic programming algorithm on the acceptor A′ to extract the

Levenshtein alignment between W̃ and every word string that was originally in W .

The transformation of A into A′ is as follows.

1. Project alignment information onto the input labels of A, as follows :

• Sort the states of A topologically and insert them in a queue S.

Associate with each state q an integer V (q). A value of V (q) = i would

indicate that all partial lattice paths ending at state q have been aligned

with respect to w̃i−1
1 . Set V (qs) = 1.
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0/0

oh:eps/1
right:eps/1
write:eps/1

eps:write.1/1
oh:write.1/1

right:write.1/1
write:write.1/0

Figure 2.3: The string-edit transducer T for computing Levenshtein distance between
word strings in the lattice shown in Figure 2.2 and the MAP hypothesis from the
lattice (shown in bold). Each transition in T has the format x : y/c, which indicates
that the input label is x, output label is y, and the cost of mapping x to y is c.

• While S is non-empty

(a) p← head(S). DEQUEUE(S).

(b) For all transitions t = (p, q, a, s) leaving p, perform one of the

following:

i. Substitution: If a = (w, v) has w 6= ε, v = w̃i.i, set a = (w.i, v)

and V (q) = i+ 1.

ii. Deletion: If a = (w, v) has w = ε and v = w̃i.i, set V (q) = i+ 1.

iii. Insertion: If a = (w, v) has w 6= ε and v = ε, set w = wε.V (p)

and V (q) = V (p).

2. Convert the resulting transducer from Step 1 into an acceptor by projecting
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/1oh : write.1

/1write : ε

/1right : ε

oh : ε /1

ε : write.1 /1

/0write: write.1

/1oh : ε /1right : ε

ε : write.1 /1

/1right : write.1

ε : write.1 /1

/1right : ε

right : ε /1

ε : write.1 /1

: ε /1write

Figure 2.4: The transducer A for the lattice in Figure 2.2.

onto the input labels.

3. For the weighted automaton generated in Step 2, generate an equivalent

weighted automaton without ε-transitions [69].

These three operations transform A into a weighted acceptor A′ that contains the

cost of all alignments between all lattice word strings and the MAP path (See Fig-

ure 2.5). We now relate the properties of the lattice W and the finite state machines

A and A′. By construction, corresponding to any W̄ ∈ W where W̄ = w̄n
1 , there exist

paths T ∈ A such that

1. T = {(pk, qk, ak, sk)}mk=1, m ≥ n, ak = (wk, vk) where wm
1 = w̄n

1 if ε’s in wm
1 are

removed and vm
1 = w̃K

1 if ε’s in vm
1 are removed.

∑m
k=1 sk is total cost of the

alignment specified by T .

sk is the cost of a transition on T . Furthermore, for each T ∈ A there is a corre-

sponding T ′ ∈ A′ that specifies the identical alignment. That is,

2. T ′ = {(p′k, q′k, v′k, s′k)}nk=1 where Cost(T ) =
∑m

k=1 sk =
∑n

l=1 s
′
l = Cost(T ′) is the

string edit distance between w̃K
1 and w̄n

1 along the alignment specified by T and

T ′, and v
′m
1 = w̄n

1 if each v′k is stripped of its ·i and ε subscripts.
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s′k is the cost of a transition on T ′.

right . 0/2

right . 0/1

right ε . 1/1oh . 0/1

write . 0/0

oh

writeε . 0/2

writeε . 1/2

ohε . 1/2

ε . 1/1

right ε .1/2
. 0/1

ε

ε

right

Figure 2.5: The acceptor A′ for the lattice in Figure 2.2.

Optimal Computation of Lattice to Word String Alignment

We now discuss a procedure to extract the optimal alignment between paths

W ∈ W and W̃ . We first note that if A′ contained the alignment of only one

word string W against W̃ , we could find the desired optimal alignment through a

standard dynamic programming procedure [6, 89, 70] that traverses the nodes of A′

in topologically sorted order and retains backpointers to the optimal partial paths to

all nodes. However, since A′ contains alignments of multiple strings against W̃ , we

need to extend the dynamic programming procedure to keep track of the identity of

word strings leading into nodes. This is described in the following procedure.

1. Sort the nodes ofA′ in reverse topological order (i.e. lattice final nodes first) and

insert them in a queue S. For each node q ∈ S, let bq(y) denote the minimum

cost of all paths that lead from node q to the lattice end node and carry the

word string y. Let aq(y) be the immediate successor node of q on the path that

achieves bq(y).
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2. For each final node f of A′, set bf (ε) = 0.

3. While S is non-empty

(a) p← head(S). DEQUEUE(S).

(b) Let T denote the set of lattice transitions t = (p, q, v, s) leaving state p. v

is either w.i or v = wε.i. Let Y denote the set of unique word strings on

the paths starting from state p. The word string y = (w · z) starts with

the word w and has a suffix z.

(c) For each y(= w · z) ∈ Y ,

i. Compute:

t̂ = argmin
t∈T :t has word label w

s+ bq(z)

Denote t̂ = (p, q̂, v̂, ŝ).

ii. bp(y) = ŝ+ bq̂(z). ap(y) = q̂.

Step 3 prunes all transitions leaving p that are not needed for any optimal

alignment passing through p.

4. The procedure terminates upon reaching the start node qs of A′. The optimal

alignment cost of each complete path y can be readily obtained from bqs(y),

and the complete alignment can be obtained by following the backtrace pointers

stored in ap(y) arrays.

An Efficient Algorithm for Lattice to Word String Alignment

The alignment procedure described in the previous section involves the computa-

tion of the cost bp(y) for each state p in A′. This cost is computed for all unique word

strings y leaving state q. Therefore, it involves enumerating all the word sub-strings in

the word latticeW . While this is definitely impossible for most word lattices of inter-

est, this description does clearly present the inherent complexity of the lattice to string

alignment problem. In practice, we do not retain the cost bp(y) for all word sequences

leaving p. For each state p, we approximate bp(y) as bp(y) ≈ b∗p = miny bp(y) ∀y in

Step 3(c)ii. We now present the procedure that results from this approximation.
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1. Sort the nodes of A′ in reverse topological order (i.e. lattice final nodes first)

and insert them in a queue S. For each node q ∈ S, let bq denote the minimum

cost of all paths that lead from node q to the lattice end node.

2. For each final node f of A′, set bf = 0.

3. While S is non-empty

(a) p← head(S). DEQUEUE(S).

(b) Let T denote the set of lattice transitions t = (p, q, v, s) leaving state p.

v is either w.i or v = wε.i. Let U denote the set of unique words on the

transitions starting from state p.

(c) Initialize T̂ = {}.

(d) For each w ∈ U ,

i. Compute:

t̂ = argmin
t∈T :t has word label w

s+ bq

Denote t̂ = (p, q̂, v̂, ŝ).

ii. T̂ ← t̂.

(e) Compute:

bp = min
t̂∈T̂

ŝ+ bq̂

(f) Prune transitions t ∈ T and t /∈ T̂ .

4. The procedure terminates upon reaching the start node qs of A′.

As a result of the simplification, the information maintained by the ap(w) and

the bp(w) arrays can be stored with the lattice structure of A′. This is therefore a

pruning procedure of A′ and we call the resulting acceptor Â. For the example A′ of

Figure 2.5, Â is shown in Figure 2.6.

The transitions of Â have the form t = (p, q, v, s). Either (a) v = w.i that indicates

the word w has aligned with w̃i (substitution) or (b) v = wε.i indicates that word w

occurs as an insertion before w̃i. We can insert ε-transitions whenever the partial path
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write . 0 / 0

ohε . 0/1

right . 0/1

Figure 2.6: The acceptor Â for the lattice in Figure 2.5.

ending on state q has aligned with w̃i
1 and the partial path ending on q′, a successor

node of q has aligned with w̃i+2
1 . This will allow for deletions.

We note that the acceptorsW and Â have identical word sequences, therefore, we

can get the acoustic and language model scores for Â by composing it with W .

Risk Based Lattice Cutting

Referring back to Section 2.2.1, we introduce lattice segmentation as the process

of identifying lattice cut sets to satisfy property P1-P3. The process of generating

Â identifies a correspondence between each word in W̃ and paths in Â. Each word

w̃i in W̃ is aligned with a collection of arcs in Â. These arcs either fall on distinct

paths (e.g. hello.0 in Figure 2.7) or form connected subpaths (e.g. wellε.0 · o.0 in

Figure 2.7). For each word w̃i, we define the lattice cut node set Ni as the terminal

nodes of all the subpaths that align with w̃i. This defines K cut sets if there are K

words in W̃ . We also define N0 as {qs}.
In this way we use the alignment information provided in Â to define the lattice

cut sets that segment the lattice intoK sublattices. We call this procedure Risk-Based

Lattice Cutting. This procedure ensures that every lattice path passes through exactly

one node from each lattice node cut set. A determinized version of the lattice from

Figure 2.1 and its acceptor Â are shown in the top and bottom panels of Figure 2.7.

The bottom panel also displays the cuts obtained along the node sets.

The segmentation procedure, modulo the errors introduced by the approximate
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to
/1

hello:0/0

: 5 /1ε

toε : 5 /1

wellε : 0

today/0.9

well/0.9

o/0.9

hello/0.7

how/0.9

now/0.7

now/0.9

how/0.9

are/0.7

are/0.9

are/0.9

you/0.9

you/0.7

you/0.9

all/0.7

well/0.9

today/0.7

to/0.9

to/0.9

day/0.7

day/0.7

!sent_end/0.9

o:0/1
how:1/1

now:1/0

now:1/0

how:1/1

are:2/0
you:3/0

all:4/0

well:4/1

N1 N2 N3 N4 N5

are:2/0

are:2/0

you:3/0

you:3/0

today:5/0

today:5/0

!sent_end/0.7

!sent_end/0.7

day:5/1

!sent_end:6/0

!sent_end:6/0

N6

Figure 2.7: (top) A word lattice W and (bottom) its acceptor Â showing the Leven-
shtein alignment between W ∈ W and W̃ (shown as the path in bold). The bottom
panel shows the segmentation along the 6 nodesets obtained by the risk-based lattice
cutting procedure.

procedure used to generate Â, is optimal with respect to the MAP word hypothesis.

Every path W ′ ∈ A has a corresponding path {pk, qk, wk, sk}Nk=1 in Â such that

l(W̃ ,W ′) =
∑K

i=1 l(W̃i,W
′
i ) =

∑K
k=1 sk. In this way, the costs in Â agree with the

loss function desired in Risk-based lattice cutting.

Periodic Risk Based Lattice Cutting

The alignment obtained in Section 2.2.2 is ensured to be optimal only relative to

the MAP path. It is not guaranteed that l(W,W ′) = lI(W,W
′) forW 6= W̃ . Following

the discussion in Section 2.2.1, we note that if we segment the lattice along fewer cut

sets, we obtain better approximations to the Levenshtein loss function. However, this

leads to larger lattice segments and therefore greater search errors in MBR decoding.

One solution that attempts to balance the trade-off between search errors and

errors in approximating the loss function is to segment the lattice by choosing node

sets Ni at equal intervals or periods. A period of k specifies the cut sets N1, Nk+1,
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today/0.9

well/0.9

today/0.7

to/0.9

day/0.7

0.9

0.7

0.7

all/0.7

to/0.9

day/0.7

2.2

are/0.7

are/0.9

are/0.9

you/0.9

2.7

1.2

1.6

you/0.7

you/0.9

1.3

how/0.9
o/0.9

2.9

3.1

2.9

now/0.9
well/0.9

how/0.9

hello/0.7 now/0.7

!sent_end/0.7

!sent_end/0.9
4.0

3.6

3.9

!sent_end/0.7

Figure 2.8: Lattice segments obtained by periodic risk-based lattice cutting on the
lattice from Figure 2.7 (Period = 2).

N2k+1 and so on. Therefore the set C = {qs, N1, Nk+1, ..., Nnk+1, F} where n is the

largest integer so that periodic cuts can be found. We call this procedure Periodic

risk-based Lattice Cutting (PLC). If the loss function approximation obtained by

cutting W into K segment sets is good, the optimal cutting period k tends to be

smaller and vice-versa. The choice of the cutting period is found experimentally to

reduce the word error rate on a development set. We note that the lattice cutting

procedure described in the previous section is identical to the PLC procedure with

period 1 (PLC-1). Figure 2.8 shows the sub-lattices obtained by periodic risk-based

lattice cutting on the lattice from Figure 2.7.

2.2.3 SMBR Decoding of a Lattice Segment

To generate SMBR hypothesis from a lattice segment (Equation 2.5) we require

Pi(W |A) for each word string in that segment. Pi(W |A) can be computed by summing

over all paths in the lattice whose subpath in Wi is W . We will now describe the

lattice forward-backward procedure [104] to calculate this probability.

Let W be a complete path in the lattice and let Wp be a prefix of W . We use

Lf (Wp) to denote the joint log-likelihood of observing Wp and the acoustic segment

that corresponds to Wp. Lf (Wp) can be obtained by summing the log acoustic and

language model scores present on the lattice links that correspond to Wp. Similarly,

for a suffix Ws of W , we use Lb(Ws) to denote the joint log-likelihood of observing Ws

together with its corresponding acoustic segment, conditioned on the starting node

of Ws. P (A) can be computed as eLf (ne).

Let Eh(W ′) denote the first node of an arbitrary lattice path segment W ′. Let
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Ef (W ′) denote the last node of W ′, and let E(W ′) be the set of all lattice nodes

through whichW ′ passes, including Eh(W ′) and Ef (W ′). LetWi be a path in a lattice

segment Wi bounded by node sets Ns and Ne. Let n1 = Eh(Wi) and n2 = Ef (Wi).

We first define a lattice forward probability of n1, F (n1), which is the sum of partial

path probabilities of all partial lattice paths ending at n1. That is,

F (n1) =
∑

Wp:Ef (Wp)=n1

eLf (Wp). (2.17)

We also define lattice backward probability of the final node of Wi, using the back-

ward log-likelihood Lb(Ws), as

B(n2) =
∑

Ws:Eh(Ws)=n2

eLb(Ws). (2.18)

Using the forward probability of n1 and lattice backward probability of n2, the

marginal probability of Wi can be computed as

Pi(Wi|A) =
1

P (A)
F (n1)P (Wi, A(Wi)|n1)B(n2), (2.19)

where A(Wi) denotes the acoustic segment corresponding to Wi.

Having obtained Pi(W |A), the SMBR hypothesis can be computed using the A∗

search procedure described by Goel et. al. [33]. Alternatively, an N-best list can be

generated from each segment and N-best rescoring procedure of Stolcke et. al. [92]

can be used. In the following section we describe a third MBR procedure that can

be used to rescore the N-best lists generated from each lattice segment.

2.3 SMBR N-Best List Segmentation

We start with a description of N-best list that is an enumeration of N most likely

word strings given an acoustic observation; it can be generated from a lattice as word

strings with N highest log likelihood values. An N-best list can itself be considered

as a special “linear” lattice where each node, except the start and end nodes, has

exactly one incoming and one outgoing transition. An example N-best list derived

from the lattice of Figure 2.7 is displayed as a linear lattice in Figure 2.9.
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Figure 2.9: N-best List Segmentation using Periodic Lattice Cutting (Period=2). The
top panel shows an N-best list generated from the lattice in Figure 2.7. The bottom
panel displays the segments obtained by applying the PLC procedure to the N-best
list.

For SMBR rescoring of an N-best list we can apply the periodic lattice cutting

procedure described in Section 2.2.2 (bottom panel of Figure 2.9), and then apply

previously developed MBR implementations [33] to obtain the SMBR hypothesis from

each segment. We now discuss two alternate SMBR decoding procedures on N-best

lists.

2.3.1 N-best ROVER

Our first SMBR procedure is a variant of ROVER [28], a classifier combination

procedure used in speech recognition. ROVER combines the single best outputs

produced by multiple speech recognizers to produce a consensus hypothesis. The

consensus hypothesis generated by ROVER has been shown to yield a significant

reduction in word error rate relative to each of the individual ASR systems that are

combined. An extension to the ROVER procedure combines multiple outputs from

each ASR system [91]; we call this procedure N-best ROVER.
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We here describe the N-best ROVER procedure for combining N -best hypotheses

from a single system; this procedure can be easily extended to combine hypotheses

from multiple systems (as described in [32]).

1. Construct a Word Transition Network (WTN) from the N -best outputs. The

WTN represents a simultaneous alignment of the N best hypotheses. An initial

WTN is first produced by performing a Levenshtein alignment of the top-2

hypotheses in the N-best list. This network is grown by iteratively adding each

new hypothesis by aligning it to the WTN constructed so far. The procedure

is terminated when all the hypotheses in the N-best list have been added to

the WTN. Figure 2.10 shows the WTN constructed from the N-best list in

Figure 2.9. We use the term correspondence set to refer to the set of words in

the WTN that align with each other.

2. Using the distribution P (W |A) over the N-best list and the WTN, compute a

marginal probability according to Equation 2.1 for each word in each correspon-

dence set.

3. From each correspondence set, select the word with highest posterior probabil-

ity. Concatenate these words to produce the final hypothesis.

hello (1.0)

how(0.50)

now(0.50)

are (1.0) you (1.0)

all (0.67)

well (0.33) !NULL (0.67)

to (0.33) day (0.33)

today (0.67)

!sent_end (1.0)

Figure 2.10: Word Transition Network constructed from the N-best list in Figure 2.9.

To show that N-best ROVER is an instance of segmental MBR voting, we must

identify the evidence segment sets W i
e, the hypothesis segment sets W i

h, and the

evidence distribution P (W |A) that underly this procedure.

We first note that the evidence space of N-best ROVER is the N-best list. The

evidence distribution is the distribution P (W |A) over the N-best list specified by the

ASR system. The correspondence sets play the role of both the evidence and the
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hypothesis segment sets. Finally the hypothesis space is the set of all the paths that

are contained in the WTN.

The induced loss function in N-best ROVER is

lR(W,W ′) =
M∑
i=1

l0/1(w
i, w

′i). (2.20)

Since the WTN is constructed to get a good simultaneous alignment between hy-

potheses, lR approximates the Levenshtein distance. Hence, N-best ROVER is a

segmental MBR voting procedure under an approximate Levenshtein loss function.

We also note that N-best ROVER is similar to risk based cutting of N-best lists with

the most significant difference being that the risk based lattice cutting allows for mul-

tiple consecutive words in each segment set (Figure 2.7); in contrast, ROVER yields

at most one consecutive word in a segment set.

2.3.2 Extended ROVER

We now describe a second N-best list SMBR rescoring procedure that generalizes

both ROVER and risk based lattice cutting; we call this procedure Extended ROVER

(e-ROVER). We first define a process of joining two consecutive segment sets. In

joining two segment sets we replace those two sets by one expanded set that contains

all the paths from the original pair of sets. This is illustrated in Figure 2.11.

OH  WE

O  WE

WE

OH  WE’RE

O  WE’RE

WE’RE

OH

O

!NULL WE’ RE

WE

Figure 2.11: The process of joining two segment sets to create an expanded set in
Extended ROVER.

The e-ROVER procedure can be described as follows [35].

1. Construct the Word Transition Network (WTN) from the N-best hypotheses of

the single system.
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2. Using the distribution P (W |A) over the N-best list and the WTN, compute a

marginal probability according to Equation 2.1 for each word in each correspon-

dence set.

3. If the largest value of the posterior probability in a segment set is above a

threshold, collapse the segment to the most likely word; we call this procedure

”pinching”. Join all adjacent unpinched segment sets.

The procedure of pinching and expanding the segment sets is shown in Figure 2.12.

Hypotheses in e-ROVER are formed sequentially according to Equations 2.4 and 2.5.

OH

O

!NULL

WELL

WE

WE’ RE

WE’RE

!NULL HERE

AFTERALL

AFTER ALL

!NULL

OH

O

!NULL

WELL

WE

WE’ RE

WE’RE

!NULL HERE

AFTERALL

AFTER ALL

!NULL

OH

O

!NULL

WELL HERE

WE’RE

WE  WE’RE

WE

WE’RE  WE’RE

AFTERALL

AFTER

AFTER  ALL

AFTERALL  ALL

PINCH PINCH

Figure 2.12: Word Transition Network Construction in Extended ROVER.

The hypothesis and evidence spaces in e-ROVER are identical to those in ROVER.

However, the e-ROVER procedure results in fewer hypothesis and evidence segments

relative to N-best ROVER. From Section 2.2.1, we recall that under the Levenshtein

loss function, fewer segments necessarily result in a better approximation by the in-

duced loss to the actual loss. Therefore the loss function in e-ROVER provides a

better approximation to the Levenshtein distance. Since they are both instantia-

tions of Equation 2.4, e-ROVER directly extends ROVER and would be reasonably

expected to yield a lower word error rate.

In comparing e-ROVER to MBR rescoring of N-best lists [92], we note that both

procedures have the same evidence space (hypotheses in the N-best list) but the

hypothesis space in e-ROVER is larger due to the expansion of segment sets described
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above. It is also worth pointing out that the e-ROVER procedure generalizes risk

based lattice cutting by allowing segment sets to contain hypotheses which were not

present in the original N-best lists.

2.4 Applications to ASR System Combination

In addition to its role in simplifying MBR decoding, the segmental MBR decoding

framework has applications to ASR system combination. These techniques involve

combining either word lattices or N-best lists produced by several ASR systems.

Let Wk, k = 1, 2, ..., J be recognition lattices or N-best lists from J ASR systems.

Let P k(W |A) be the evidence distribution of the kth system over Wk. A common

evidence space can be obtained by taking a union or intersection of these K lattices

or N-best lists. The evidence distribution over this space can be derived by taking

the arithmetic mean

P (W |A) =
1

J

∑
k

P k(W |A),

or a geometric mean

P (W |A) = [
∏

k

P k(W |A)]
1
J

of the J evidence distributions.

We will now describe how lattices from multiple ASR systems can be combined.

One possible scheme is described in the following.

1. Select the hypothesis Ŵ with the overall highest posterior probability among

the MAP hypotheses from the J systems. This is obtained as

k̂ = argmax
k=1,2,...,J

P k(Ŵ k|A) (2.21)

Ŵ = Ŵ k̂. (2.22)

2. Segment each lattice with respect to Ŵ using the periodic risk-based lattice-

cutting procedure (Section 2.2.2) into N sections. This gives us N × J sub-

lattices given by Wk
l , k = 1, 2, ..., J, l = 1, 2, ..., N . We note that Ŵ need not
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be present in all of the J lattices since the procedure described in Section 2.2.2

can be used to align the lattice to any word string.

3. For each section l = 1, 2, ..., N , we now create new segment-sets by combining

the J corresponding sub-lattices Wk
l , k = 1, 2, ..., J . We have considered two

combination schemes:

(a) Perform a weighted finite-state intersection [73] of the corresponding sub-

lattices. This is equivalent to multiplying the posterior probability of hy-

potheses in the individual sub-lattices.

For l = 1, 2, ..., N (2.23)

Wl = ∩J
k=1Wk

l (2.24)

Pl(W |A) = [
J∏

k=1

P k
l (W |A)]

1
J ∀W ∈ Wl. (2.25)

(b) Perform a weighted finite state union of the corresponding sub-lattices fol-

lowed by a weighted finite state determinization under the (+,×) semiring

[73]. This is equivalent to adding the posterior probability of hypotheses

in the individual sub-lattices.

For l = 1, 2, ..., N (2.26)

Wl = ∪K
k=1Wk

l (2.27)

Pl(W |A) =
1

J

J∑
k=1

P k
l (W |A) ∀W ∈ Wl. (2.28)

4. Finally, we perform SMBR decoding (Equations 2.5 and 2.4 in Section 2.1) on

the sub-lattices Wl obtained by the above combination schemes.

A schematic of multi-system SMBR decoding using three sets of lattices is shown in

Figure 2.13.
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Figure 2.13: Multiple-system SMBR Decoding via Lattice Combination.

2.5 Performance of Lattice Segmentation Proce-

dures

Our SMBR decoding experiments are carried out on Large Vocabulary Conver-

sational Speech Recognition (LVCSR) tasks. We first present performance of SMBR

decoders under the risk based lattice cutting procedures described in Section 2.2. We

then report performance of the multiple system SMBR decoding schemes presented

in Section 2.4.

2.5.1 Single System SMBR Decoding

Our lattice cutting procedures are tested on the Switchboard-2 portion of the 1998

Hub5 evaluation set (SWB2) and Switchboard-1 portion of the 2000 Hub5 evaluation

set (SWB1). For both these test sets an initial set of one-best hypotheses is gener-

ated using the AT&T large vocabulary decoder [73]. HTK [107] cross-word triphone
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acoustic models, trained on VTN-warped data, with a pruned version of SRI 33K

trigram word language model [91] are used. The one-best hypotheses are then used

to train MLLR transforms, with two regression classes, for speaker adaptive training

(SAT) version of the acoustic models. These models are used to generate an initial

set of lattices under the language model mentioned above. These lattices are then

rescored using the unpruned version of SRI 33K trigram language model and then

again using SAT acoustic models with unsupervised MLLR on the test set. Details

of the system are given in JHU 2001 LVCSR Hub5 system description [12].

Characterization of Lattice Cutting We here report an experiment to confirm

that the risk based lattice segmentation does indeed preserve all the hypotheses in

the original lattice. For each utterance we concatenate the sub-lattices produced by

lattice segmentation to generate a new search space; we will refer to this new space

as the pinched lattice.

We measure the Oracle-best Word Error Rate (OWER) of the pinched lattice as

a function of the cutting period used in PLC (Figure 2.14). OWER is defined as

the word error rate of the hypothesis in the lattice that has the lowest Levenshtein

distance relative to the reference transcription. On the SWB2 held out set, the OWER

over the original lattices is found to be 24.1%. We observe that the OWER of the

pinched lattices increases monotonically as the cutting period in PLC is increased

from 1 to 14. At all cutting periods, the OWER of the pinched lattices is lesser than

(or equal) to that of the original lattices.

We conclude from this experiment that lattice segmentation does not discard any

paths in the original lattice. On the contrary, the pinched lattice contains additional

hypotheses relative to the original lattice (as discussed in Section 2.1) and therefore

obtains a lower OWER. The number of additional paths introduced in the pinched

lattice decreases as the cutting period is increased; this is seen in the monotonic

increase of the OWER. At high cutting periods very few lattice segments are generated

and almost no new hypotheses added to the pinched lattice; as a result, the pinched

lattice yields the same OWER as the original lattice.
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Figure 2.14: Oracle-best Word Error Rate (OWER) of pinched lattices as a function
of the cutting period used in Periodic Lattice Cutting. Results are shown on the
SWB2 held out set.

SMBR Decoding Experiments In these experiments lattices are segmented us-

ing the periodic risk based lattice cutting with periods 1 (PLC-1) and 6 (PLC-6).

Once a lattice segmentation was obtained, the following procedures are investigated

to compute the SMBR hypothesis. An A∗ search over each segment [33] attempts

an exact, if heavily pruned, implementation of the MBR decoder. Alternatively, an

N-best list is generated from each segment and then rescored using the min-risk proce-

dure [92, 33]. As a third approach, the e-ROVER procedure of Section 2.3 is applied.

In the latter two techniques, N-best lists of size 250 are used.

The A∗ MBR decoder, in its current implementation [33], is unable to perform

MBR decoding over lattice segments that contain deletions relative to the MAP hy-

pothesis. On these segments, we generate N-best lists (of size 250) and rescore the

lists under the N-best MBR implementation [92, 33].

For periodic risk based lattice cutting, the optimal segmentation period is deter-

mined on two held out sets, one corresponding to each test set. Cutting periods of

1 through 20 are tried and for each segmentation the SMBR hypothesis is generated

using one of A∗, N-best list rescoring, or e-ROVER procedures. Figure 2.15 presents

the word error rate of the A∗ SMBR decoding on the held out set corresponding o the
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Figure 2.15: Performance of A∗ SMBR decoder as a function of the cutting period
used in Periodic Lattice Cutting. Results are shown on the SWB2 held out set.

SWB2 test set. As can be seen, the optimal cutting period is 6 on the SWB2 test set.

N-best rescoring and e-ROVER also achieve their optimal performance at period 6 on

this data set. On the held out set corresponding to the SWB1 test set, the optimal

cutting period is found to be 4 under all three hypothesis generation procedures. This

suggests that optimal lattice cutting period is relatively insensitive to the hypothesis

generation method but should be tuned to the task to which periodic lattice cutting

is applied.

Table 2.1 presents a comparison of different lattice segmentation and hypothesis

generation procedures. PLC is performed with a cutting period of 6 (on both test

sets, even though 4 was found to be optimal for SWB1).

We note that all SMBR procedures yield a gain over the MAP baseline for both test

sets. The SMBR decoder under the PLC-1 segmentation does not involve any search

errors but obtains nearly the same performance as the MBR decoder on unsegmented

lattices. This shows that PLC-1 segmentation does not provide a good approximation

of the Levenshtein loss function. At very high cutting periods (e.g. 20) very few lattice

segments are created and the performance of the SMBR decoder is almost identical

to that of the MBR decoder on unsegmented lattices. The PLC-6 segmentation

consistently further improves the word error rate over the no segmentation case which



45

Decoder WER(%)
SWB2 SWB1

MAP (baseline) 41.1 26.0

SMBR Decoding
Segmentation Strategy MBR Decoding Strategy

No Segmentation A∗ search 40.4 25.5
e-ROVER 40.5 25.7

N-best rescoring 40.4 25.6
PLC-1 A∗ search 40.4 25.5

(Period 1) e-ROVER 40.2 25.5
N-best rescoring 40.3 25.6

PLC-6 A∗ search 40.0 25.4
(Period 6) e-ROVER 39.9 25.3

N-best rescoring 40.1 25.4

Table 2.1: Performance of single system SMBR speech recognizers.

advocates the use of SMBR procedures over MBR decoding without segmentation.

Among the various hypothesis generation procedures, PLC with period 6 is found to

have the best performance. In all cases, e-ROVER performance is the best among

the various MBR procedures.

2.5.2 Multiple System SMBR Decoding

Our experiments with combining lattices from multiple systems and their SMBR

decoding are carried out on the development set of the LVCSR RT-02 evaluation. A

description of the acoustic and language models used is given in the JHU LVCSR RT-

02 system description [11]. In this system, MMI acoustic models are used to generate

an initial set of lattices under the SRI 33K trigram language model [91]. These

lattices are then rescored with DLLT acoustic models and DSAT acoustic models [96]

to yield two other sets of lattices. These three sets of lattices are then used for system

combination as described in Section 2.4.

The performance of the lattice combination experiments is reported in Table 2.2.

In these experiments, we use a cutting period of 6 for the periodic risk-based lattice

cutting. We test these procedures on the Switchboard1 portion of the 2000 Hub5 eval-
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uation set (SWB1), Switchboard2 portion of the 1998 Hub5 evaluation set (SWB2)

and the Switchboard-Cellular development set released in 2000 (SWB2C). The Ta-

ble 2.2 is organized as follows. We first report the performance of the MAP hypothesis

from each system. We next give results by a simple system combination technique

(Lattice-Intersect) that intersects the three lattices and obtains the MAP hypothesis

from the resulting lattice [73]. We also report results by the ROVER system combi-

nation scheme [28] on the MAP hypotheses from the three systems. We then finally

present the results by the two multi-system SMBR decoding schemes (Union-SMBR

and Intersect-SMBR) presented in Section 2.4. The e-ROVER procedure is used to

compute the MBR hypothesis in both these schemes.

We observe that the multiple system SMBR decoding via either the union or

intersection scheme is better than 1) intersecting lattices and obtaining the MAP

hypothesis or 2) performing a ROVER on the MAP hypotheses from the three sys-

tems. Furthermore, we note that adding posteriors of the paths in the sub-lattices

(Union-SMBR) turns out to be better than multiplying them (Intersect-SMBR).

Decoding Strategy WER(%)
SWB1 SWB2 SWB2C

MAP
Sys 1 (MMIE) 24.5 39.2 39.6
Sys 2 (DLLT) 24.0 38.7 38.8
Sys 3 (DSAT) 24.5 39.3 39.5

Lattice-Intersect 24.0 38.4 38.7

1-best ROVER 23.8 38.1 38.2

SMBR Decoding

Intersect - SMBR 23.5 37.8 38.0
Union- SMBR 23.3 37.8 37.8

Table 2.2: Performance of Multiple-System SMBR Decoding.
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2.6 Discussion

The Segmental Minimum Bayes-Risk Decoding framework allows us to decom-

pose an utterance level Minimum Bayes-Risk Recognizer into a sequence of smaller

sub-utterance recognizers. Therefore, a large search problem is decomposed into a

sequence of simpler, independent search problems. Though the utterance level MBR

decoder is implemented as a sequence of MBR decoders on hypothesis and evidence

space segments, the acoustic data is not segmented at all. The marginal probability

of a word string within a segment set is computed based on acoustic and language

model scores that span the entire utterance; these might have a much greater span

than any string in the segment set. In addition, there is no assumption of linguistic

independence between word strings belonging to adjacent segments. This is not the

case when the entire conversation level decoder is simplified to decoders at the utter-

ance level; by contrast, in that case we do segment acoustic data and assume acoustic

and linguistic independence between utterances.

We have described a risk-driven procedure for segmenting word lattices into sub-

lattices for SMBR decoding. The strategy attempts to find segments that preserve

the total risk of all word strings in the lattice. The procedure identifies node sets

that can be used to segment the lattice. However, we have shown that the selection

of cut sets must be made considering both SMBR search errors and errors due to

poor approximation of the loss function. We have introduced periodic lattice cutting

as a cut set selection procedure that finds a balance between these two types of

modeling errors. Lattice cutting, in conjunction with SMBR decoding gives consistent

improvements as the final stage of an LVCSR evaluation system. In addition, the risk

based cutting procedure has been shown to form the basis for novel discriminative

training and classification procedures [25, 100].

We note that in the lattice segmentation experiments reported in our original

publication [37], some of the hypotheses in the original lattices were inadvertently

discarded during segmentation, and this affected MBR performance adversely. In

this chapter we have presented the corrected results and also described experiments

confirming that the segmentation process does not discard any paths from the original
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lattice. The pinched lattices constructed under the PLC procedure always yield a

lower oracle error rate than the original lattices; in contrast, other lattice-processing

procedures such as confusion network generation [63] have been shown to degrade

oracle error rates of lattices [97].

We have presented the N-best ROVER and e-ROVER procedures for rescoring

N-best lists. Both these procedures are extensions of ROVER, which is a classifier

combination scheme to combine single-best outputs from multiple speech recognizers.

N-best ROVER and e-ROVER can be seen as instances of segmental MBR voting.

In both procedures, the induced loss function provides a good approximation to the

Levenshtein loss function. This accounts for the success of these schemes in reducing

the word error rate.

Finally, we have described the application of risk-based lattice segmentation to

multiple system SMBR decoding on lattices produced by several ASR systems. The

risk-based lattice cutting is more suited to system combination compared to confi-

dence based lattice segmentation strategies [32, 36] since it does not rely on word

boundary times which can easily vary across multiple systems. We have presented

two schemes to merge posteriors of word strings in sub-lattices and then performing

SMBR decoding. The system combination scheme performs better than the output

produced by a MAP decoder on each of the individual lattices or on a intersection of

the lattices.
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Part III

Statistical Machine Translation
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Chapter 3

A Weighted Finite State

Transducer Translation Template

Model

Statistical Machine Translation (SMT) is the application of statistical techniques

to the task of translating texts from one natural language (e.g. French) to another

(e.g. English). An important sub-problem of SMT is word alignment of bilingual

texts (or bitexts). Bitext Word Alignment involves identification of word and phrase

correspondences between pairs of translated sentences.

Starting with this chapter, we discuss statistical machine translation and the appli-

cation of Minimum Bayes-Risk techniques to bitext word alignment and translation.

A prerequisite for Minimum Bayes-Risk decoding is a statistical translation model

that can assign likelihoods to pairs of translations and generate word alignment and

translation hypotheses. We present a Weighted Finite State Transducer Transla-

tion Template Model (TTM) for statistical machine translation. This is a source-

channel model of translation that is inspired by the Alignment Template translation

model [79]. This model attempts to overcome the deficiences of word-to-word trans-

lation models by considering phrases rather than words as units of translation. The

approach we describe allows us to implement each constituent distribution of the

model as a weighted finite state transducer or acceptor. We show that bitext word
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alignment and translation under the model can be performed with standard finite

state operations involving these transducers. We now place this work in the context

of recent developments in statistical machine translation. We also show how this

work differs from related approaches in translation modeling, notably the Alignment

Template translation model developed by Och, Tillmann and Ney [83, 79].

3.1 Previous developments leading to TTM

Statistical machine translation originated with the pioneering work at IBM [9, 10]

in modeling the translation process via a string-to-string noisy channel. This noisy

channel model consists of a language model (source model) and a translation model

(channel model). Each IBM translation model specifies a sequence of operations to

transform a word sequence in one language to another; these operations include word

duplications, word movements, and word translations. The IBM group developed a

series of five translation models of increasing complexity, and developed procedures

to estimate the parameters of these models directly from parallel bilingual texts.

There has subsequently been considerable effort devoted to improving the IBM

models themselves [102, 82] and developing improved translation search algorithms

based on those models [103, 43, 94, 84, 30]. There also have been advancements

in the understanding of the nature of these models, notably, due to the work by

Knight and Al-Onaizan [43] that describes how Weighted Finite State Transducers

(WFSTs) can be used to perform translation using the IBM models, albeit in slightly

modified form. In addition to the efficiencies in computation that can be obtained

using WFSTs, that formulation provides an accessible, intuitive description of IBM

models 1 through 3. Motivated by this work, we developed WFST-based bitext word

alignment algorithms and used them to generate alignment lattices for Minimum

Bayes-Risk decoding (Chapter 6). However these applications were restricted in power

by their reliance on the IBM-3 model, which is the most complex of the IBM models

that can easily be treated as a WFST.

The IBM-3 model appears particularly weak in comparison to the Alignment Tem-

plate Model developed by Och, Tillmann, and Ney [83], which attempts to overcome
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the limitations of IBM-style word-to-word translation models by considering whole

phrases rather than words as the basis for translation. Under this model, a phrase in

the target language (e.g. French) would be translated to a phrase in the source lan-

guage (e.g. English), and the basic unit of this model is an alignment template that

specifies the allowable word alignments within a pair of source and target phrases.

In our first attempt to implement this model directly using WFSTs, we developed

a formulation within which each of the component models can be implemented as a

weighted finite state transducer [47]. In doing so, we also generalized the model to

support bitext word alignment. That implementation provided a working translation

system that we used as a basis for the Chinese-to-English translation system [13]

submitted in the NIST 2003 MT evaluations [78]. However, it was flawed in how it

incorporated the source language model and in its treatment of phrase insertions and

deletions in bitext word alignment. These shortcomings motivated the current model.

We here describe a source-channel model of translation inspired by the WFST

implementation of the Alignment Template Model. We have two objectives in doing

so. First, by following a careful source-channel formulation we can be certain that

all components of the model come together to form a distribution that describes

translations. Secondly, each component of the overall model is constructed so that

translation and bitext word alignment can be carried out using standard WFST

operations.

Our current model departs from the original Alignment Template Model [83, 79]

in several ways. In addition to the new formulation of the overall statistical model,

the components of the model do not make use of the word alignments within the

alignment templates; we model only the translation of phrases. This does not prevent

using the model in bitext word alignment, however, and we describe how this can be

done. We furthermore allow insertions of target language phrases in the generative

translation process; this removes the restriction that the source and target language

sentences contain the same number of phrases. To avoid confusion with previous

work, we call this model the Translation Template Model (TTM) [50, 49], leaving

out the reference to word alignment within phrases. In this chapter we present the

Translation Template Model and show how it can be implemented component-wise
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using WFSTs.

We acknowledge other recent and related work in developing phrase-based models

for statistical machine translation. In particular, there are new techniques available

for extracting phrase pairs from bitext, either using underlying word alignments [95,

44] or not [110, 65]. Bangalore and Ricardi [4] have also explored the use of WFSTs

for machine translation. They implement a two-step translation process in which the

foreign sentence is first mapped to an English word sequence, but in foreign word

order; that string is then reordered into English word order. Both processing steps

are implemented by WFSTs and the overall approach has been applied in a call-

routing task. While related in its use of WFSTs for translation, our work (and that

of Knight and Al-Onaizan [43]) differs in spirit from Bangalore et al. in that we

are mainly focused on the formulation of a source-channel model of translation and

its implementation via WFSTs. We finally note that WFSTs have been used for

performing translation in small vocabulary limited domain applications [101, 2].

The rest of this chapter is organized as follows. In Section 3.2 we present the

derivation of the overall translation model that identifies the conditional independence

assumptions among the component variables. The TTM relies on an inventory of

target language phrases and their source language translations. In Section 3.3 we

describe how such an inventory of phrase-pairs can extracted from aligned bitext.

The TTM has six component models, and we describe each along with its WFST

implementation in Section 3.4. We finally discuss the TTM in Section 3.5.

3.2 The Translation Template Model

We present here a derivation of the Translation Template model (TTM), and give

an implementation of the model using Weighted Finite State Transducers.

The TTM is a source-channel model of translation1 (Figure 3.1) [9] It defines a

joint probability distribution over all possible phrase segmentations and alignments of

1In our presentation, the terms source and target refer to the noisy channel input and output
respectively. However, we note that in traditional machine translation literature, the source and the
target refer to the output and input of the channel respectively, since the direction of the translation
task is the reverse direction of the noisy channel.
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Figure 3.1: A Source Channel Model of Machine Translation.

target language sentences and their translations in the source language. The steps in

the translation process are presented with the aid of an example in Figure 3.2, and the

conditional dependencies underlying this process are defined in Equation 3.1. Each

of the conditional distributions that make up the model is realized independently. In

Section 3.4 we define each in turn and present its implementation as a weighted finite

state acceptor or transducer.
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We start with an example (Figure 3.2) showing the generative process through

which the TTM transforms a source language sentence into its translation in the tar-

get language2. In this example, the Source Language Model generates the Source Lan-

guage Sentence grain exports are projected to fall by 25 %. This sentence is segmented

into a source phrase sequence: grain exports are projected to fall by 25 % under the

Source Phrase Segmentation Model. This source phrase sequence is reordered into the

target language phrase order: exports grain are projected to fall by 25 % under the

Phrase Order Model. The reordered source phrase sequence is then transformed into a

2We note that English-French examples in this thesis are taken from the Canadian Hansards
corpus as provided to us by the LDC.
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Figure 3.2: An example showing the generative translation process through which
the TTM transforms a source language sentence into its translation in the target
language. We show the inputs and outputs for each TTM constituent model as well
as the TTM variables from Equation 3.1. In this example, I = 9, K = 5, R = 7, J = 9.
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sequence: 1 exports·1 grain are projected to fall by 25 %, where the integers indicate

the length of target phrases to be spontaneously inserted; this process is governed

by the Target Phrase Insertion Model. The above sequence is next converted into

a target language phrase sequence les exportations de grains doivent fléchir de 25 %

under the Phrase Transduction Model. We note that the words les and de are spon-

taneously inserted. Finally the target language phrase sequence is transformed into

the target language sentence: les exportations de grains doivent fléchir de 25 % under

the Target Phrase Segmentation Model. It should be understood that all of the above

steps are stochastic, and the example shown is only one possible realization.

We now define some notation. eI
1 refers to a sequence of I elements, and ej

i refers

to the subsequence that begins with the ith element and ends with the jth, e.g. if eI
1 =

A B C D, then e32 = B C, where I = 4. We next distinguish words and phrases. We

assume that u is a phrase in the source language sentence that consists of a variable

number of words e1, e2, ..., eM . Similarly, v is a phrase in the target language sentence

of words f1, f2, ..., fN . Throughout the model, if an I word sentence eI
1 is segmented

into K phrases uK
1 , we say uK

1 = eI
1 to indicate that the words in the phrase sequence

are those of the original sentence.

3.3 The Phrase-Pair Inventory

The Translation Template Model relies on an inventory of target language phrases

and their source language translations. These translations need not be unique, in that

multiple translations of phrases in either language are allowed. The manner by which

the inventory is created does not affect our formulation.

For the experiments that will be presented in this thesis, we utilize the phrase-

extract algorithm [79] to extract a library of phrase-pairs from bitext word align-

ments. We first obtain word alignments of bitext using IBM-4 translation models

(see Appendix A) [10] trained in both translation directions (IBM-4 F and IBM-4

E), and then form the union of these alignments (IBM-4 E ∪ F ). We will refer to

these initial models as the underlying models. We next use the algorithm to identify

pairs of phrases (u, v) in the source and target language that align well according
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this bill places salve on a sore wound

ce bill met de le baume sur une blessure

this bill places salve on a sore wound
ce bill met de le baume sur une blessure

this bill places salve on a sore wound

ce bill met de le baume sur une blessure
IBM−4 F

IBM−4 E
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v1 v2

u2

IBM−4 F U E

Figure 3.3: Phrase-Pair Collection Process from Bidirectional word alignments of an
English-French sentence pair. In this example we extract only those phrase-pairs
which have at most 5 words in the French phrase.

to a set of heuristics [79]. These heuristics ensure that the source and target words

within a phrase pair are aligned only to each other and not to any words outside the

phrase-pair [79, 44]. We now outline the phrase-pair extraction procedure following

the presentation of Och [79].

For each source-target sentence pair (E = eI
1, F = fJ

1 ) with word alignment B

1. Enumerate all subsequences of the target language sentence fJ
1 up to a maxi-

mum length. A subsequence v = f y
x starts at the xth position and ends at the

yth position.

2. For each target language subsequence v = f y
x identified in step 1,

(a) Determine the subset of words in the source language sentence that are

aligned under B to any target language word within v. Locate the leftmost

and rightmost source language words in this subset; suppose these are ep

and eq respectively.

(b) Determine the subset of words in the target language sentence that are

aligned to any source language word within u = eq
p. Locate the leftmost

and rightmost target language words in this subset; suppose these are fx′

and fy′ respectively.



58

(c) If x ≤ x′ and y ≥ y′, add (eq
p, f

y
x ) to the phrase-pair inventory. Add the

subsequences eq
p and f y

x to the source language and target language phrase

inventories respectively.

We emphasize that a target language subsequence v = f y
x is considered a target

language phrase if and only if the above procedure is able to find one or more source

language subsequences u that are aligned to v. In Figure 3.3 we show the extraction of

phrase-pairs from bidirectional word alignments of an English-French sentence pair.

To restrict the memory requirements of the model, we extract only the phrase-

pairs which have at most 5 words in the target phrase. For each pair of target and

source phrases, we retain the matrix of word alignments that occurs most frequently

in the training corpus. We augment this inventory by the most likely translations of

each target (source) word from the IBM-4 translation tables [10] so as to get complete

coverage of all single word phrases in either language. We note that a monolingual

source (target) phrase inventory can be created by listing the unique source (target)

phrases from the phrase-pair inventory.

3.4 TTM Component Models

We here introduce the definitions of the component distributions of the Translation

Template Model in Equation 3.1. In presenting these, we first define the component

probability distribution, and then describe its implementation using a Weighted Finite

State Transducer or an Acceptor.

3.4.1 Source Language Model

We specify this model using a standard monolingual trigram word language model

P (eI
1) =

I∏
i=1

P (ei|ei−1, ei−2).

Any n-gram or other language model that can be easily compiled as a weighted finite

state acceptor could be used [1]. We will use G to denote the language model WFSA.
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3.4.2 Source Phrase Segmentation Model

We construct a joint distribution over all phrase segmentations uK
1 = u1, u2, ..., uK

of the source sentence eI
1 as

P (uK
1 , K|eI

1) = P (uK
1 |K, eI

1)P (K|I). (3.2)

We choose the distribution over the number of phrases P (K|I) to be uniform

P (K|I) =
1

I
;K ∈ {1, 2, ..., I}. (3.3)

For a given number of phrases, the segmentation model is a uniform distribution over

the set of K-length phrase sequences of eI
1

P (uK
1 |K, eI

1) =


C uK

1 = eI
1 and

ui, i ∈ {1, 2, ..., K} belongs to the source phrase inventory

0 otherwise,

(3.4)

where C is chosen to ensure that
∑

uK
1
P (uK

1 |K, eI
1) = 1. In summary, this distribution

assigns a uniform likelihood to all phrase segmentations of the source sentence that

can be obtained using the phrase inventory.

We now show the probability computations for two different phrase segmenta-

tions of the 6-word source language sentence: what are its terms of reference. We

first show the portion of our source phrase inventory restricted to the phrases in

the above sentence (Table 3.1). Suppose we consider two alternate phrase seg-

mentations of this sentence: U1 = what are its terms of reference (3 phrases) and

U2 = what are its terms of reference (4 phrases). The ‘ ’ symbol is used to indicate

phrases formed by concatenation of consecutive words.

Under the inventory shown in Table 3.1, we note that the source language sentence

can have 4 possible phrase segmentations of length 3 phrases, and 6 possible phrase

segmentations of length 4 phrases. To ensure that P (uK
1 |K, eI

1) is correctly normal-

ized, we therefore set C (in Equation 3.4) to 1
4

for K = 3, and to 1
6

for K = 4.
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Phrase Length (in English words)
1 2 3 4

what what are its terms of its terms of reference
are its terms terms of reference
its terms of

terms of reference
of

reference

Table 3.1: A portion of the source phrase inventory restricted to the phrases in the
English sentence : what are its terms of reference.

The probabilities assigned to segmentations U1 and U2 are given by :

P (3, U1|eI
1) = P (3|eI

1)P (U1|3, eI
1) =

1

6
× 1

4
= 0.042

P (4, U2|eI
1) = P (4|eI

1)P (U2|4, eI
1) =

1

6
× 1

6
= 0.028.

Implementation via WFSTs The WFST implementation of the Source Phrase

Segmentation model involves an unweighted segmentation transducer W that maps

source word sequences to source phrase sequences. The transducer performs the

mapping of source word strings to phrases for every source phrase in our inventory.

A portion of the segmentation transducer W is presented in Figure 3.4.

We now describe the procedure to construct a WFST for the distribution

P (uK
1 |K, eI

1). In particular we must ensure that
∑

uK
1
P (uK

1 |K, eI
1) = 1 for each source

sentence eI
1 and K ∈ {1, 2, ..., I}.

1. Build a finite state word acceptor T for the source sentence eI
1 (Figure 3.5).

Generate a transducer of segmentations of eI
1 by composing T with W , i.e.

U = T ◦W .

2. Partition the transducer U into I disjoint transducers UK so that ∪I
K=1UK = U ;

each UK consists of those segmentations of the source sentence with exactly K

phrases. To construct UK , create an unweighted acceptor PK that accepts any

phrase sequence of length K; for efficiency, the phrase vocabulary is restricted

to the phrases in U . Obtain UK by the finite state composition: UK = U ◦ PK .



61

hear
:
ε

hear : ε

:

εabolish :

εquestion:

terms_of_reference

:ε

he
ar

_h
ea

r

:
ε

question
ε

ε :abolish of : 

ter
ms :

 ε ε

: εreference

Figure 3.4: A portion of the Source Phrase Segmentation Transducer W that maps
word sequences to phrases. Suppose an example input for this transducer is the source
language sentence: What are its terms of reference, then a possible output of WFST
would be the source language phrase sequence: what are its terms of reference.

what are its terms of reference

Figure 3.5: An unweighted finite state acceptor for the source language sentence:
What are its terms of reference.

3. For K = 1, 2, ..., J

Obtain the total number of distinct paths CK in UK . This can be computed

efficiently using lattice forward probabilities [104]. Set the probability of each

path to 1
CK

1
I

to obtain a new transducer U ′K .

4. Construct a new segmentation lattice U ′ = ∪I
K=1U ′K .

The segmentation lattice U ′ obtained through the above procedure will be normalized

so that probabilities of all segmentations of a given length would sum up to one, i.e.∑
uK
1
P (uK

1 |K, eI
1) = 1;K ∈ {1, 2, ..., I}.

We emphasize that these forms of the segmentation distribution are exceedingly
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simple, i.e. uniform probabilities, and were chosen for ease of presentation. More

complex phrase segmentation models can easily be implemented in this framework.

3.4.3 Phrase Order Model

We here define a model for the reordering of the source phrase sequences that make

up the source sentence. The phrase alignment sequence aK
1 specifies a reordering of

source phrases into target language phrase order ; note that the words within the

phrases remain in the original order. In this way the phrase sequence uK
1 is reordered

into ua1 , ua2 , ..., uaK
under the model P (aK

1 |uK
1 , K, e

I
1). We now discuss several phrase

order models.

Markov Phrase Order Model The phrase alignment sequence is modeled as a

first order Markov process

P (aK
1 |uK

1 , K, e
I
1) = P (aK

1 |uK
1 ) (3.5)

= P (a1)
K∏

k=2

P (ak|ak−1, u
K
1 ).

with ak ∈ {1, 2, ..., K}. The alignment sequence distribution is constructed to assign

lower likelihood to phrase re-orderings that diverge from the original word order. Sup-

pose uak
= el′

l and uak−1
= em′

m , we set the Markov chain probabilities as follows [83]

P (ak|ak−1, u
K
1 ) ∝ p

|l−m′−1|
0 (3.6)

P (a1 = k) =
1

K
; k ∈ {1, 2, ..., K}.

In the above equations, p0 is a tuning factor and we normalize the probabilities

P (ak|ak−1) so that
∑K

j=1,j 6=ak−1
P (ak = j|ak−1) = 1.

The finite state implementation of the phrase order model involves two acceptors.

We first build a unweighted permutation acceptor ΠU that contains all reorderings

of the source language phrase sequence uK
1 [43]. We note that a path through ΠU

corresponds to an alignment sequence aK
1 . Figure 3.6 shows the acceptor ΠU for the

source phrase sequence we have run away inflation.
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A source phrase sequence U of lengthK words requires a permutation acceptor ΠU

of 2K states. For long phrase sequences we compute a score maxj P (ak = i|ak−1 = j)

for each arc and then prune the arcs by this score, i.e. phrase alignments containing

ak = i are included only if this score is above a threshold. Pruning can therefore be

applied while ΠU is constructed.

we

have

run_away_inflation

have

have

have

we

we
we

run_away_inflation

run_away_inflation

run_away_inflation

Figure 3.6: The permutation acceptor ΠU for the source-language phrase sequence we
have run away inflation. For this phrase sequence, an example of a reordering allowed
by this acceptor is run away inflation we have, so that the alignment sequence is given
by: a1 = 3, a2 = 1, a3 = 2.

The second acceptor H in the implementation of the Phrase Order Model assigns

alignment probabilities (Equation 3.6) to a given reordering aK
1 of the source phrase se-

quence uK
1 (Figure 3.7). In this example, the phrases in the source phrase sequence are

specified as follows: v1 = f1 (we), v2 = f2 (have) and v3 = f 5
3 (run away inflation).

We now show the computation of some of the alignment probabilities (Equation 3.6)

in this example (p0 = 0.9)

P (a3 = 1|a2 = 3) ∝ p
|1−5−1|
0 = 0.59

P (a3 = 2|a2 = 3) ∝ p
|2−5−1|
0 = 0.66.

Normalizing these terms gives P (a3 = 1|a2 = 3) = 0.47 and P (a3 = 2|a2 = 3) = 0.53.

Practical Phrase Order Models The permutation acceptor described above must

be constructed for each segmentation uK
1 of the source sentence eI

1. As a source

sentence typically has several segmentations, it is infeasible to construct a separate

permutation acceptor for every segmentation. Moreover, during decoding, this process
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we/0.33
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we/0.45
we/0.47

run_away_inflation/0.33

/0.
33

ha
ve

Figure 3.7: Acceptor H that assigns probabilities to reorderings of the source lan-
guage phrase sequence we have run away inflation (p0 = 0.9). Given the reordering
run away inflation we have with alignment sequence a1 = 3, a2 = 1, a3 = 2, H
would assign it a probability: P (a1 = 3)P (a2 = 1|a1 = 3)P (a3 = 2|a2 = 1) =
0.33× 0.47× 0.53 = 0.08.

has to be carried out for every source sentence that is allowable by the source language

model. As a practical approximation, we therefore consider a degenerate model that

does not allow any reordering of the source phrase sequence uK
1 . Therefore the model

would be specified as

P (aK
1 |uK

1 , K, e
I
1) =

{
1 {a1 = 1, a2 = 2, a3 = 3, ..., aK = K}
0 otherwise.

(3.7)

We will refer to this model as the Fixed Phrase Order Model.

3.4.4 Target Phrase Insertion Model

The processes described thus far allow a mapping of a source language sentence

into a reordered sequence of source language phrases, whose order is the phrase order

of the target language. The constraint that the target language phrase sequence must

have the same number of phrases as the source language phrase sequence is overly
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restrictive. Our goal is to construct a model to allow insertion of target language

phrases anywhere in the reordered source language phrase sequence. This process will

be governed by a probability distribution over insertion of target language phrases

such that the likelihood of inserting a phrase is inversely proportional to the number

of words in the phrase. Therefore there will be a greater penalty for the insertion of

longer phrases.

This model transforms the reordered source language phrase sequence ua1 , ua2 , ..., uak

into a new sequence called cK0 . The process replaces each source language phrase by

a structure that retains the phrase itself and additionally specifies how many tar-

get language phrases should be appended to that phrase. Given ua1 , ua2 , ..., uak
, an

element in the transformed sequence has the following form

ck = uak
· pk ; pk ∈ {1, 2, ...,M}∗

The term pk specifies the number and length of the target language phrases that

can be spontaneously generated to follow the translation of uak
. The term has the

following form: pk = pk[1] · pk[2] · ... and pk[i] ∈ {1, 2, ...,M}. For example, if uak
=

terms of reference, ck might equal terms of reference · 1 · 3 · 4, which specifies

that the translations of terms of reference must be followed by three target language

phrases of length one word, three words, and four words respectively. We note that

these target language phrases must be drawn from the phrase-pair inventory, and

therefore are of known maximum word length M . The probability of the element ck

is specified as

P (ck|uak
) =


α0 ck = uak

· ε
α

P
i pk[i] ck = uak

· pk

0 otherwise.

(3.8)

We will refer to α as the Phrase Exclusion Probability (PEP). We note that c0, c1, ..., ck

contains one additional term relative to the original sequence ua1 , ua2 , ..., uak
. This

term c0, has the form c0 = ε · p0, and its probability is given by

P (c0) =


α0 c0 = ε

α
P

i p0[i] ck = p0

0 otherwise.

(3.9)
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The total probability of the sequence cK0 is obtained as

P (cK0 |ua1 , ua2 , ..., uak
) = P (c0)

K∏
k=1

P (ck|uak
). (3.10)

In the above equations, the value of α0 is set to ensure that the probability distribution

(given in Equation 3.8) is normalized:∑
ck

P (ck|uak
) = P (ck = uak

· ε) +
∑
pk 6=ε

P (ck = uak
· pk)

= α0 +
∞∑
l=1

∑
pk:|pk|=l

P (ck = uak
· pk)

= α0 +
∞∑
l=1

∑
pk[1]pk[2]...pk[l]

α
Pl

i=1 pk[i]

= α0 +
∞∑
l=1

l∏
i=1

∑
pk[i]∈{1,2,...,M}

αpk[i]

= α0 +
∞∑
l=1

l∏
i=1

M∑
j=1

αj

= α0 +
∞∑
l=1

(
M∑

j=1

αj)l.

We can set α so that
∑M

j=1 α
j < 1. This imposes a permissible range on α values:

0 ≤ α < αmax, so that (
∑M

j=1 α
j)l forms a geometric series in l with sum of its terms

given by

S =
(
∑M

j=1 α
j)

1− (
∑M

j=1 α
j)
.

Therefore
∑

ck
P (ck) = α0 + S, so that α0 is fixed by α as α0 = 1− S.

The WFST Implementation of the Target Phrase Insertion Model involves a trans-

ducer Φ shown in Figure 3.8. When a source phrase sequence is composed with Φ, it

spontaneously inserts target phrases to generate an output sequence cK0 according to

Equation 3.10.
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ε : 3 / α 3

ε : 3 / α 3

:run_away_inflation run_away_inflation/ 1

ε : ε α 0/

ε : ε / 1

: terms_of_reference / 1

..

ε : 1 / α

ε : 2 / α 2

ε : Μ / α M

..

ε : 1 / α

ε : 2 / α 2

ε : Μ / α M

terms_of_reference

Figure 3.8: A portion of the Weighted Finite State Transducer Φ used to im-
plement the Target Phrase Insertion Model. Suppose an example input for this
transducer is the reordered source language phrase sequence exports grain are pro-
jected to fall, then a possible output of the WFST is the sequence 1 exports ·
1 grain are projected to fall, which means that two target phrases are sponta-
neously inserted in the translation of source phrase sequence. The first target phrase
is of length one word and inserted at the start of the sentence, and the second target
phrase, also of length one, follows the translation of the source phrase exports.

3.4.5 Phrase Transduction Model

We have described the segmentation and reordering processes that transform a

source language sentence into source language phrases in target language phrase order.

The Target Phrase Insertion Model decides the number and length of target phrases

that are to be spontaneously inserted within this reordered source phrase sequence.

The next step is to map this sequence into a sequence of target phrases.

We assume that the target phrases are conditionally independent of each other

and depend only on the source language phrase which generated each of them. Each

term ck is mapped to a sequence of target phrases dk which are concatenated to obtain
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the final target phrase sequence vR
1 = dK

0 .

P (vR
1 , d

K
0 |cK0 , aK

1 , u
K
1 , K, e

I
1) = P (dK

0 |cK0 )1{dK
0 = vR

1 } (3.11)

P (dK
0 |cK0 ) =

K∏
k=0

P (dk|ck)

=

|p0|∏
l=1

P (d0l|c0l)
K∏

k=1

1+|pk|∏
l=1

P (dkl|ckl),

where 1{dK
0 = vR

1 } ensures that the target phrase sequence vR
1 agrees with the se-

quence dK
0 produced by the model. We note that this is the main component model of

the TTM. We estimate the phrase translation probabilities by the relative frequency

of phrase translations found in bitext alignments. We will implement this model us-

ing a transducer Y that maps any reordering of the source language phrase sequence

into a target language phrase sequence vR
1 as in Equation 3.11. For every phrase u,

this transducer allows only the target phrases v which are present in our library of

phrase-pairs. In addition, for each m ∈ {1, 2, ...,M}, the transducer allows a mapping

from the target phrase symbol m to all the m-length target phrases from our target

phrase inventory V m
T with probability given by

P (v|m) =
1

|V m
T |

; v ∈ V m
T . (3.12)

A small portion of the phrase-pair inventory used to build the tranducer Y is shown

in Table 3.2.

3.4.6 Target Phrase Segmentation Model

The operations described so far allow a mapping of a source language sentence

into a sequence of target language phrases. We now specify a model to enforce the

constraint that words in the target sentence fJ
1 agree with those in the target phrase

sequence vR
1 .

P (fJ
1 |vR

1 , d
K
0 , c

K
0 , a

K
1 , u

K
1 , K, e

I
1) = 1{fJ

1 = vR
1 }.

The WFST implementation of this model involves an unweighted segmentation trans-

ducer that enforces the above requirement, and maps target phrase sequences to tar-

get sentences. We build a weighted finite state transducer Ω for each target language
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Source Phrase Target Phrase Phrase Transduction
Probability

run away inflation inflation galopante 0.50
run away inflation une inflation galopante 0.50

hear hear bravo 0.80
hear hear bravo bravo 0.15
hear hear ordre 0.05

terms of reference mandat 0.80
terms of reference de son mandat 0.20

Table 3.2: A portion of the phrase-pair inventory used to build the Phrase Transducer
Y . Y is a trivial single state transducer with number of arcs equal to the size of the
inventory.

sentence fJ
1 to be translated. The transducer segments the sentence into all possible

phrase sequences vR
1 permissible given the inventory of phrases. A portion of the seg-

mentation transducer Ω for the French sentence nous avons une inflation galopante

is presented in Figure 3.9. When Ω is composed with a valid phrase segmentation,

e.g. nous avons une inflation galopante, it generates the target sentence: nous avons

une inflation galopante.

3.5 Discussion

We have presented the Translation Template Model (TTM) for statistical machine

translation. We have developed this model with two intentions in mind. First the

model should be formulated in a way that the conditional dependencies underlying

the model are clearly stated. Second we intend to formulate the model in a way that

allows bitext word alignment and translation under the model to be implemented

using Weighted Finite State Transducer (WFST) operations.

The TTM is a source-channel model of the translation process. It defines a

joint distribution over phrase segmentations, reorderings, and phrase-pair transla-

tions needed to describe how the source language sentence is translated into the

target language.

The model relies on an underlying inventory of target language phrases and their
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Figure 3.9: A portion of the target phrase segmentation transducer Ω for the target
language phrase sequence: nous avons une inflation galopante. When Ω is composed
with this phrase segmentation, it generates the the target language sentence nous
avons une inflation galopante.

source language translations. The manner by which the inventory is created does not

affect the model formulation. In this thesis we have employed IBM-4 word translation

models to generate an initial bitext word alignment, and then collected the phrase-

pair inventory over this alignment using a set of heuristics [79]. However any word

alignment or methodology of collecting phrase pairs could be used.

The TTM consists of six component models each of which can be implemented

independently as a weighted finite state acceptor or transducer. The TTM component

models are the Source Language Model, Source Phrase Segmentation Model, Phrase

Order Model, Target Phrase Insertion Model, Phrase Transduction Model, and the

Target Phrase Segmentation Model.

Our derivation of the TTM has allowed us to identify the conditional indepen-

dence assumptions that underly the WFST implementation. We have shown that

this approach leads to modular implementations of the component distributions of

the translation model. These components can be refined and improved by chang-
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ing the corresponding transducers without requiring changes to the overall search

procedure for performing word alignment and translation under the model.
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Chapter 4

Bitext Word Alignment under the

Translation Template Model

In this chapter we discuss bitext word alignment under the Translation Template

Model (TTM) introduced in Chapter 3. Our goal here is to describe how bitext word

alignment under the TTM can be performed using Weighted Finite State Transducer

(WFST) operations, and evaluate alignment performance of the TTM.

We present extensive experiments analyzing the alignment performance of the

TTM system. Our aim is to identify the contribution of each of the model components

to different aspects of alignment performance. In doing so, we also analyze some

aspects of the performance metrics themselves; these criteria are complex enough

that they have behavior of their own. We also study the influence of the bitext used

in training the system. The quality of and the amount of available bitext has a

strong influence on the quality of the statistical models that result, and we provide

an analysis of the influence of both quality and quantity on alignment performance

under the TTM.

The experiments in this chapter will be performed on the Hansards French-to-

English task [82] and the FBIS Chinese-to-English task [78]. The finite state modeling

is performed using the AT&T FSM Toolkit [72].

This chapter is organized as follows. In Section 4.1 we introduce the bitext word

alignment problem. We then describe the implementation of word alignment under
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the TTM using WFST operations. In Section 4.2 we introduce the French-English

and Chinese-English tasks. For each task we provide definitions of the training and

test sets, and statistics of the underlying phrase-pair inventories. We present word

alignment experiments in Section 4.3. We finally discuss the experiments in Sec-

tion 4.4.

4.1 WFST Implementation of Word Alignment

4.1.1 Bitext Word Alignment

Given a pair of translations in the source and the target language, the goal of bitext

word alignment is to find word-to-word correspondences between these sentences.

Figure 4.1 shows an example of a word alignment for an English-French sentence

pair. We now introduce word alignment definitions with the aid of this example.

Let E = eI
0 and F = fJ

0 denote a pair of translated sentences in the source and the

target language. A source word token is defined as an ordered pair e = (j, w) : w ∈
VE, j ∈ {0, 1, 2, ..., I}, where the index j refers to the position of the word in the

source sentence; VE is the vocabulary of the source language. Similarly, a target word

token is written as f = (i, w) : w ∈ VF , i ∈ {0, 1, 2, ..., J}, where the index i refers

to the position of the word in the target sentence; VF is the vocabulary of the target

language.

An alignment between E and F is defined to be a link set B = {b1, b2, ...} whose

elements are given by the alignment links bk. An alignment link b = (i, j) specifies

that the source word ej is connected to the target word fi under the alignment.

Target (Source) words left unaligned are assumed to be connected to the NULL

word at position 0 in the Source (Target) sentence. In our example word alignment

(Figure 4.1), the French word chargé is aligned to the NULL word in the English

sentence. We note that this definition of word alignment can describe both automatic

alignments and alignments performed by human translators.

We distinguish two types of bitext word alignment [14]. The first type of alignment

is referred to as word-to-word alignment. The underlying assumption is that each word
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3

Mr.  speaker , my question is directed to the minister of transport

Monsieur le orateur , ma question se adresse à le ministre chargé de les transports

NULL

NULL

1 2 3 4 50 6 7 8 9 10 11 12

1514131211109876540 1 2

Figure 4.1: An example word alignment for an English-French sentence pair. The
link set corresponding to this alignment is given by:
B = (1,1), (2,2), (3,2), (4,3), (5,4), (6,5), (7,6), (7,7), (8,7), (9,8), (10,9), (11,10),
(12,0), (13,11), (14,12), (15,12).

in the English sentence can be linked to zero or more words in the French sentence

and vice versa. The word alignment shown in Figure 4.1 belongs to this category.

The IBM alignment models [10] assume this notion of word alignment but impose

an additional constraint that each French (English) word may be linked to at most

one English (French) word. A second type of word alignment is phrase-to-phrase

alignment. In this style of alignment, a sequence of m English words (i.e. an English

phrase) is linked to a sequence of n French words (i.e. a French phrase), where m and

n are arbitrary non-negative integers. Furthermore each English phrase may only be

unambiguously linked to one French phrase and vice versa. The Translation Template

Model assumes this second notion of word alignment.

4.1.2 Use of Phrase-Pairs in Word Alignment

We now describe some issues that arise in the implementation of bitext word

alignment using the TTM. We first give an example showing word alignment of a

sentence pair under the TTM (Figure 4.2).

Given a source language sentence and its translation in the target language, bitext

word alignment under the TTM is performed by considering all segmentations of

each sentence and finding the best possible alignment between the phrases under

the constraint that all phrases are aligned. However, our inventory of phrase-pairs

is not rich enough to cover all possible sentences, and as a result the sentence-pair

contains phrase-pairs not in the inventory. Furthermore, this can happen even for



75

2

ce bill met de le baume sur une blessure

this bill places salve on a sore wound
u1

v1 v2

u

Figure 4.2: An example illustrating the problems in performing bitext word alignment
under the TTM. We observe that the inventory of two phrase-pairs is not rich enough
to completely cover the words in either the English or the French sentence.

the sentence-pairs in the bitext collection from which the phrase-pair inventory is

gathered. We observe this situation in Figure 4.2 where the phrase-pairs extracted

from the sentence-pair do not completely cover the words in either the source or the

target sentence. When a sentence pair cannot be covered by the inventory, the pair

is assigned a probability of zero under the model.

To overcome this limitation, we allow deletion of source phrases during the align-

ment process. This is done in addition to the insertion of target phrases under the

Target Phrase Insertion Model (Equation 3.10). This will make it possible to align

sentences containing phrases not found in the phrase pair inventory. The phrase trans-

ducer Y is modified by adding extra transitions to allow deletions of source phrases.

Therefore each source phrase u can be mapped to an empty string in addition to its

regular transductions to target phrases v.

The parameters P (ε|u) for deletions of source phrases u are not estimated; they

are tied to the Phrase Exclusion Probability (α) introduced in the Target Phrase

Insertion Model so that P (ε|u) = α for all source phrases u in our inventory. The

parameter α will be tuned to optimize the alignment performance on a development

set. We modify the original estimates of phrase transduction probabilities P (v|u) to

ensure that the Phrase Transduction Model is correctly normalized while allowing

deletions. For each source phrase u in the source phrase inventory, this is done as
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follows

P ′(v|u) =

{
P (v|u)(1− α) v 6= ε

α v = ε,

This ensures that ∑
v∈{VT ,ε}

P ′(v|u) = 1

where VT is the inventory of target language phrases.

Example of Alignment Probability Computations under the TTM With

the aid of an example, we now illustrate bitext word alignment under the TTM by

by allowing deletions of source language phrases. We present the TTM probability

computations for the word alignment shown in Figure 4.3. The top panel of this

figure shows the TTM variables (phrase segmentations, reordering, insertions, and

deletions) hypothesized in the word alignment of a sentence-pair; the resulting word

alignment is shown in the bottom panel.

The probability of this alignment under the TTM can be computed in terms of

the probabilities assigned by the TTM component models:

P (fJ
1 , v

R
1 , d

K
0 , c

K
0 , a

K
1 , u

K
1 , K|eI

1) = P (K|I)P (uK
1 |K, eI

1)P (aK
1 |uK

1 )

P (cK0 |aK
1 , u

K
1 )P (vR

1 , d
K
0 |cK0 )P (fJ

1 |vR
1 ).

The TTM component probabilities for this example are computed as follows:

P (K|I)P (uK
1 |K, eI

1) = 1
8
× C

P (aK
1 |uK

1 ) = 1

P (cK0 |aK
1 , u

K
1 ) = α0 × α0+1+3+0+1

P (vR
1 , d

K
0 |cK0 ) = P (ce bill|this bill)× 1

|V 1
T |
× P (ε|places salve)× 1

|V 3
T |

×P (sur une|on a)× P (ε|sore wound)× 1
|V 1

T |

P (fJ
1 |vR

1 ) = 1.

In the above equations the value of C is chosen to ensure that the source segmenta-

tion model is correctly normalized. We employ the Fixed Phrase Order Model that
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R

places_salve on_a sore_wound

Segmentation
Target Phrase

Target Phrase
Insertion

Reordering
Source Phrase

Source Phrase
Segmentation

a K

1

f
1

J

c
0

K

e I

1

1

KK, u

this  bill  places  salve  on  a  sore  wound

ce  bill  met  de le  baume  sur  une  blessure

this  bill  places  salve  on  a  sore  wound

this_bill places_salve on_a sore_wound

this_bill 1

ce_bill met ε de_le_baume ε blessuresur_une

ce   bill   met   de  le   baume   sur   une   blessure

Source Sentence

Phrase Transduction

Target Sentence

. 1.sore_woundon_aplaces_salve .3

Word Alignment

d
0

K , v 1

this_bill

Figure 4.3: Example of bitext word alignment under the TTM. The top panel shows
the phrase segmentations, reorderings, insertions, and deletions hypothesized in the
word alignment of this sentence-pair. The resulting word alignment is shown in the
bottom panel.

disallows any movement of source phrases. α is the Phrase Exclusion Probability and

α0 is determined by α (Section 3.4.4). V 3
T and V 1

T denote the subset of 3-length and

1-length phrases from the target language (French) phrase inventory.

4.1.3 WFST Computations

Given a target language sentence fJ
1 and its translation eI

1 in the source language,

the word-to-word alignment between the sentences can be found using Maximum A
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Posteriori (MAP) decoding

{v̂R̂
1 , d̂

K̂
0 , ĉ

K̂
0 , â

K̂
1 , û

K̂
1 , K̂} = argmax

vR
1 ,dK

0 ,cK
0 ,aK

1 ,uK
1 ,K

P (vR
1 , d

K
0 , c

K
0 , a

K
1 , u

K
1 , K|fJ

1 , e
I
1)

= argmax
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0 ,cK
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1 ,uK
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P (fJ
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R
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K
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K
0 , a

K
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K
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P (fJ
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1)

= argmax
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0 ,aK

1 ,uK
1 ,K

P (fJ
1 , v

R
1 , d

K
0 , c

K
0 , a

K
1 , u

K
1 , K|eI

1),

(4.1)

where the last equality holds because (eI
1, f

J
1 ) is constant over all alignments of a

sentence pair. ûK̂
1 and d̂K̂

0 = v̂R̂
1 specify the MAP source phrase sequence and target

phrase sequence respectively. ĉK̂0 specifies the position and length of the sponta-

neously generated target phrases within the reordered source phrase sequence. âK̂
1

describes the MAP phrase-to-phrase alignment between the phrase sequences so that

ĉi is aligned to the target phrase d̂i. The MAP hypotheses are generated at the

phrasal level, however using the knowledge that ĉi is aligned to d̂i, we can obtain the

word level alignments within the phrases directly from the phrase pair inventory. In

this way we can generate the single MAP alignment. We now describe the WFST

computation of the MAP word alignment in three different configurations involving

phrase segmentations and phrase sequence reorderings.

All phrase segmentations, No Phrase reordering We first describe how MAP

word alignment under the TTM can be obtained when all phrase segmentations of

the source sentence are considered and no reorderings of the source phrase sequence

are considered. In this case a lattice of possible word alignments between eI
1 and fJ

1

can be obtained by the finite state composition

B = T ◦W ◦ Φ ◦ Y ◦ Ω ◦ S,

where T is an acceptor for the source sentence eI
1, and S is an acceptor for the target

sentence fJ
1 . An alignment lattice can be generated by pruning B based on likelihoods

or number of states. The MAP alignment B̂ (Equation 4.1) is found as the path with

the highest probability in B.
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One phrase segmentation, No Phrase reordering If only the most probable

phrase segmentation of the source sentence is to be considered during alignment,

we follow a two-step procedure proposed earlier [47] in place of Equation 4.1. The

first step is MAP phrase segmentation of the source sentence, followed by the MAP

alignment of the fixed segmentation.

{ũK̃
1 , K̃} = argmax

uK
1 ,K

P (uK
1 , K|eI

1) (4.2)

{ṽR̃
1 , d̃

K̃
0 , c̃

K̃
0 , ã

K̃
1 } = argmax

vR
1 ,dK̃

0 ,cK̃
0 ,aK̃

1

P (vR
1 , d

K̃
0 , c

K̃
0 , a

K̃
1 |ũK̃

1 , K̃, e
I
1, f

J
1 ) (4.3)

= argmax
vR
1 ,dK̃

0 ,cK̃
0 ,aK̃

1

P (vR
1 , d

K̃
0 , c

K̃
0 , a

K̃
1 |ũK̃

1 , K̃, f
J
1 ) (4.4)

= argmax
vR
1 ,dK̃

0 ,cK̃
0 ,aK̃

1

P (fJ
1 , v

R
1 , d

K̃
0 , c

K̃
0 , a

K̃
1 |ũK̃

1 , K̃), (4.5)

where Equation 4.3 can be simplified to Equation 4.4 because the alignment variables

vR
1 , d

K̃
0 , c

K̃
0 , a

K̃
1 are conditionally independent of eI

1 given ũK̃
1 , K̃. Also Equation 4.4

can be simplified to Equation 4.5 because fJ
1 is constant over all alignments of the

sentence pair.

This two-stage procedure is implemented via WFSTs as follows. We first obtain

a segmentation lattice of the source sentence: U = T ◦W . The MAP source phrase

seqmentation Ũ is obtained as the path with the highest probability in U . Given the

MAP segmentation Ũ , the alignment lattice can be obtained by the WFST composi-

tion:

B = Ũ ◦ Φ ◦ Y ◦ Ω ◦ S

.

One phrase segmentation, N-best Phrase reorderings The above presenta-

tion assumes that the source phrase sequence is not reordered while performing align-

ment. If reorderings of the MAP source phrase segmentation are to be considered

when obtaining MAP word alignment, we perform the following procedure. We first

obtain the MAP phrase segmentation of the source language sentence as described
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above. We next build a permutation acceptor ΠŨ that generates reorderings of the

source phrase sequence Ũ . The N-best reorderings of Ũ are obtained by considering

the N most likely paths in the permutation acceptor under the Markov Phrase Order

Model (Equation 3.6). Given this set of reorderings of the source phrase sequence,

the alignment lattice is found by a WFST composition. These two steps are given by

ΠN
Ũ

= N-Best Paths(ΠŨ ◦H) (4.6)

B = ΠN
Ũ
◦ Φ ◦ Y ◦ Ω ◦ S.

Alignment Lattice Example Figure 4.4 shows a heavily pruned TTM alignment

lattice for an English-French sentence pair. Each transition in this lattice has the

format u : v/c where u is the English phrase, v is a French phrase, and c is a cost.

Word alignments within each phrase-pair are shown in Table 4.1.

4.2 Source Language Texts, Bitexts, and Phrase-

Pair Inventories

4.2.1 French-to-English Hansards

The Canadian Hansards are the official records of the Canadian parliament [87]

maintained in both English and French. Our corpus consists of a subset of 48, 739

French-English sentence pairs from the Hansards [82]. The French side of the bitext

contains 816, 545 words (24, 096 unique tokens). The English side has a total of

743, 633 words (18, 430 unique tokens) and is used to train the source language model.

The test set consists of 500 unseen French sentences from Hansards for which both

reference translations and word alignments are available [82].

On this task our phrase-pair inventory is found as described in Section 3.3 and

consists of 772, 691 entries, with 473, 741 unique target phrases and 434, 014 unique

source phrases. We restrict the phrase-pairs to the target phrases which have at most

5 words. The distribution of the number of words in the source and target phrases

over the inventory is shown in Table 4.2.
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Figure 4.4: A heavily pruned alignment lattice for an English-French sentence pair.
English: Mr speaker , my question is directed to the minister of transport . French:
Monsieur le orateur , ma question se adresse a le ministre charge de les transports .
Each transition in this lattice has the format u : v/c where u is the English phrase,
v is the French phrase, and c is a cost. Word alignments within each phrase pair are
shown in Table 4.1.
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English Phrase French Phrase Word Alignment B
(Link set)

Mr. Speaker Monsieur le orateur (0, 0), (1, 1), (1, 2)
Mr. Speaker , Monsieur le orateur , (0, 0), (1, 1), (1, 2), (2, 3)
Mr. Speaker , my Monsieur le orateur , ma (0, 0), (1, 1), (1, 2), (2, 3), (3, 4)
, my question , ma question (0, 0), (1, 1), (2, 2)
my question ma question (0, 0), (1, 1)
question question (0, 0)
, my question is directed , ma question se adresse (0, 0), (1, 1), (2, 2)

(3, 3), (4, 3), (4, 4)
my question is directed ma question se adresse (0, 0), (1, 1), (2, 2), (3, 2), (3, 3)
question is directed question se adresse (0, 0), (1, 1), (2, 1), (2, 2)
my question is directed to ma question se adresse a (0, 0), (1, 1), (2, 2)

(3, 2), (3, 3), (4, 4)
question is directed to question se adresse a (0, 0), (1, 1), (2, 1), (2, 2), (3, 3)
question is directed to the question se adresse a le (0, 0), (1, 1), (2, 1)

(2, 2), (3, 3), (4, 4)
is directed to the minister se adresse a le ministre (0, 0), (1, 0), (1, 1)

(2, 2), (3, 3), (4, 4)
to the minister a le ministre (0, 0), (1, 1), (2, 2)
the minister le ministre (0, 0), (1, 1)
minister ministre (0, 0), (1, 1)
of transport de les transports (0, 0), (1, 1), (1, 2)

Table 4.1: Word alignments within each phrase-pair present in the example Alignment
Lattice (Figure 4.4). Each word alignment is shown as a bag of links; a link (i, j)
indicates that the English word ei is linked to the French word fj within that phrase-
pair.

4.2.2 Chinese-to-English FBIS

The Foreign Broadcast Information Service (FBIS) daily reports (available from

[17]) consist of broadcasts, news agency transmissions, newspapers, periodicals and

government statements from nations around the globe. These media sources are

monitored in their original language, translated into English by FBIS, and issued

by an agency of the U.S. Government. The FBIS corpus therefore differs from the

Hansards French-English corpus in that it is derived from texts of various genres.

The FBIS Chinese-English parallel corpus [57] consists of 9.76M words (49, 108

unique tokens) in English and 7.82M words (55, 767 unique tokens) in Chinese. The
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Target Source Phrase Length
Phrase (in English words)
Length

(in French
words) 1 2 3 4 5 6-7 8-10 ≥ 11

1 414.3 53.1 10.7 2.1 0.5 0.1 0.0 0.0
2 102.8 190.0 44.3 12.1 3.2 1.1 0.1 0.0
3 27.8 89.9 119.5 35.0 10.8 4.7 0.5 0.0
4 6.8 30.1 73.6 79.1 27.7 13.6 1.9 0.1
5 1.7 9.9 29.4 57.2 55.5 31.8 5.7 0.4

Table 4.2: Distribution of the number of words in the target and the source phrases
over the Phrase-Pair Inventory on the French-English Task. The entries are phrase-
pair counts in multiples of 1000, and the bold entries denote the maximum count in
each row.

.

Chinese side of the corpus is segmented into words using the LDC word segmenter [51].

The original bitext is aligned at the document level; documents are aligned automat-

ically into chunk-pairs using a statistical chunk model [20] to generate 440, 000 chunk

pairs; on an average there are 38 chunk pairs per document pair, 1.72 chunks per En-

glish sentence in each document, and 22 sentences per document pair. Our language

model training data comes from English news text derived from two sources: online

archives (Sept 1998 to Feb 2002) of The People’s Daily (16.9M words) [18] and the

English side of the Xinhua Chinese-English parallel corpus [54] (4.3M words). The

total language model corpus size is 21M words.

Our translation test set is the NIST 2002 MT evaluation set [60] consisting of

878 sentences. Each Chinese sentence in this set has four reference translations. Our

alignment test set consists of 124 sentences from the NIST 2001 dry-run MT-eval

set [52] that are word aligned manually.

On this task our phrase-pair inventory is found as described in Section 3.3 and

consists of 8.05M entries, with 3.12M unique target phrases and 4.98M unique source

phrases. We restrict the phrase-pairs to the target phrases which have at most 5

words. The distribution of the number of words in the source and target phrases over

the inventory is shown in Table 4.3.
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Target Source Phrase Length
Phrase (in English words)
Length

(in Chinese
words ) 1 2 3 4 5 6 7-8 ≥ 9

1 3,142.3 1,720.3 775.3 266.2 80.1 24.6 12.2 4.0
2 705.3 1,461.5 1,134.8 635.5 295.4 123.2 69.1 18.6
3 149.4 479.1 781.0 696.2 461.9 262.6 201.7 64.9
4 34.1 130.7 300.5 451.3 441.1 340.7 359.7 162.5
5 9.1 34.2 95.8 196.1 284.0 300.2 449.4 314.3

Table 4.3: Distribution of the number of words in the target and the source phrases
over the Phrase-Pair Inventory on the Chinese-English Task. The entries are phrase-
pair counts in multiples of 1000, and the bold entries denote the maximum count in
each row.

.

4.3 Experiments

Given a pair of translations, the goal of bitext word alignment is to find word-

to-word correspondences between these sentences. Performance is measured with

respect to a reference word alignment created by a competent human translator,

and we measure the alignment performance against the reference alignment using

Alignment Precision, Alignment Recall, and Alignment Error Rate metrics [82].

We first present definitions of alignment metrics using the word alignment defini-

tions introduced in Section 4.1. Alignment metrics allow us to measure the quality

of an automatic word alignment B′ relative to a reference alignment B. Alignment

Precision is defined as the fraction of links in the automatic alignment which are also

in the reference alignment. Alignment Recall is the fraction of links in the reference

alignment that are also in the automatic alignment. Alignment Error Rate (AER)

is the fraction of links by which the automatic alignment differs from the reference

alignment. In all these measurements, links to the NULL word are ignored. This is

done by defining modified link sets for the reference alignment: B̄ = B − {(i, j) : i =

0 or j = 0} and the automatic alignment: B̄′ = B′ − {(i′, j′) : i′ = 0 or j′ = 0}.
The reference annotation procedure allows the human transcribers to identify
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which links in B̄ they judge to be unambiguous. In addition to the reference align-

ment, this gives a set of sure links (S) which is a subset of B̄. The alignment metrics

are defined as follows [82]

Alignment Precision (S,B;B′) =
|B̄′ ∩ B̄|
|B̄′|

(4.7)

Alignment Recall (S,B;B′) =
|B̄′ ∩ S|
|S|

(4.8)

AER (S,B;B′) = 1− |B̄
′ ∩ S|+ |B̄′ ∩ B̄|
|B̄′|+ |S|

. (4.9)

We present word alignment performance of the WFST translation model on the

two alignment tasks in Table 4.4. For comparison, we also align the bitext using

IBM-4 word translation models [10][82] trained in both translation directions (IBM-4

F and IBM-4 E), and their union (IBM-4 E ∪ F ). For all the TTM experiments

presented here, we will use the Fixed Phrase Order Model (Equation 3.7). We will

justify the choice of this model through the experiments in Section 4.3.6.

Model Alignment Metrics (%)
French-English Chinese-English

Precision Recall AER Precision Recall AER
IBM-4 F 89.4 90.5 10.1 82.8 48.0 39.2
IBM-4 E 89.6 90.0 10.2 73.9 58.3 34.9

IBM-4 E ∪ F 84.5 94.5 11.7 66.0 63.1 35.5
TTM 94.5 84.6 9.9 89.0 37.7 47.0

Table 4.4: TTM Alignment Performance on the French-English and the Chinese-
English Alignment Tasks.

We note that the alignment error rate of the TTM is comparable to the IBM-4

models on the French-English task, but worse than IBM-4 models on the Chinese-

English task. On both tasks the model obtains a very high Alignment Precision

but a relatively poor Alignment Recall. The high alignment precision suggests that

the word alignments within the phrase-pairs are very accurate. However, the poor

performance under the recall measure suggests that the phrase-pair inventory has

relatively poor coverage of the phrases in the alignment test set.
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Alignment Recall is influenced by the words in the source and the target language

sentences which are either spontaneously inserted or deleted during word alignment.

In analyzing the French-English word alignments, we found that on average, 32.5%

of the target-phrases are inserted and 34.1% of the source phrases are deleted. On

the Chinese-English task, 51.6% of the target-phrases are inserted and 52.1% of the

source phrases are inserted. Clearly the Alignment Recall in the Chinese-English will

therefore be much lower than in French-English, whereas the Alignment Precision

degrades only slightly. An additional factor that affects the Alignment Recall is the

presence of words in the test set that are unseen in training. These are treated as

single word phrases and are left out of the alignment, thus reducing the Alignment

Recall.

4.3.1 Phrase Exclusion Probability

MAP word alignment under the TTM is affected by the number of target and

source phrases that are excluded during bitext word alignment; this behavior is gov-

erned by the Phrase Exclusion Probability (PEP) as described in Section 4.1.2. We

will now measure word alignment quality as a function of PEP (α) (Figure 4.5). In

Figure 4.5 we observe that Alignment Precision increases monotonically with PEP

over most of its permissible range, however there is a critical value above which Align-

ment Precision decreases. Alignment Recall at first improves slightly with PEP but

then decreases. AER closely follows the Alignment Recall.

We now study this behavior more closely. The TTM is constructed so that as

PEP (α) increases, the likelihood of excluding phrases increases. To assess this, we

measure the percentage of Excluded Phrase Counts (EPC) which is the ratio of the

number of source and target phrases excluded under the MAP alignment to the total

number of transductions (phrase-pair transductions, spontaneous insertions of target

phrases, and deletions of source phrases) in the MAP alignment. In Figure 4.6f, we

see that EPC is in fact increasing in PEP. We see furthermore that there is a critical

value above which EPC increases rapidly; at this point the model simply finds it

more likely to exclude phrases rather than align them. This has a direct influence on
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Figure 4.5: Alignment Performance of TTM as a function of Phrase Exclusion Prob-
ability (PEP). For each value of PEP, we measure Precision (Panel a), Recall (Panel
b), and AER (Panel c). Results are shown on the French-English task. The plot in
Panel d focuses in on the values of PEP where AER attains the minimum.

Alignment Recall (Equation 4.8), which is proportional to the number of correctly

aligned words. This quantity is necessarily dominated by the number of aligned

phrases, so that Alignment Recall falls off sharply with a sharp rise in EPC.

The influence of PEP on Alignment Precision is more complex. As PEP increases,

the model is able to avoid aligned phrase pairs whose transduction probability is low.

As a result, the phrase pairs that remain in the alignment are those with higher phrase

transduction likelihoods. For each aligned phrase pair, this quantity is based simply

on the relative frequencies of their occurrences in the bitext word alignments (see

Section 3.4.5). As PEP increases, the alignment favors source language phrases that

are uniquely aligned to one target phrase. It is plausible that the word alignments

within these phrase pairs are of higher quality than found in general. This would

explain the increase in Alignment Precision at intermediate values of PEP.

For PEP above the critical point, we observe a decrease in Alignment Precision
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Figure 4.6: Variation of Alignment Precision (Panel b) and Recall (Panel a) for val-
ues of Phrase Exclusion Probability (PEP) near the critical value. We also plot four
additional quantities derived from the MAP alignment. These include the number of
wrongly hypothesized links q1 (Panel c), penalty per incorrectly hypothesized align-
ment link q2 (Panel d), the number of phrase-pair transductions (Panel e), and the
percentage of Excluded Phrase Counts (Panel f). Results are shown on the French-
English task.

(Figure 4.6e). To analyze this behavior, we write Alignment Precision as

Alignment Precision(S,B;B′) =
|B̄′ ∩ B̄|
|B̄′|

1− q1q2,

where q1 = |B̄′| − |B̄′ ∩ B̄| and q2 = 1
|B̄′| . Considered in this way, q1 is the number of

incorrectly hypothesized alignment links, and q2 is the penalty associated with each

wrong alignment link; this penalty decreases inversely with the number of hypoth-

esized links. The interaction between q1 and q2 as PEP varies will determine the

Alignment Precision. In Figure 4.6, we see that as EPC increases (Figure 4.6f) the

absolute number of phrase-pairs in the alignment decreases (Figure 4.6e). The quan-

tity q2 (Figure 4.6d) can be expected to vary inversely with the number of aligned

phrase pairs, and we in fact observe this behavior. We separately measure q1, the

number of incorrectly hypothesized alignment links, and find that this number does

decrease for PEP above the critical value (Figure 4.6c), suggesting that the relatively
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few phrase pairs that remain in the alignments are of high quality. However we see

that the Alignment Precision (Figure 4.6b) is dominated by q2 so that performance

falls for PEP above the critical value.

Conclusion Alignment Recall decreases with Phrase Exclusion Probability (PEP)

due to an increase in the percentage of excluded phrases (Figure 4.5b). Alignment

Precision increases at intermediate values of PEP because of a decrease in the number

of incorrectly hypothesized alignment links within the phrase-pairs (Figure 4.5a).

However, beyond a critical value of PEP, Alignment Precision decreases due to a

sharp decrease in the number of hypothesized alignment links (Figure 4.6b).

4.3.2 Richness of the Phrase-Pair Inventory

It has been established [82] that alignment performance of IBM-4 models improves

as the size of the bitext training set grows. In contrast, the alignment performance

of the TTM is more complex. The phrase-pair inventory is created from a set of

word alignments generated by underlying IBM-4 models so that the TTM alignment

performance depends, in part, on the quality of the underlying word alignments.

In addition, the TTM alignment performance also depends on the richness of the

phrase-pair inventory which determines coverage of the test set. We here perform

experiments to tease apart these two factors.

In this section we study the effect of richness of phrase-pair inventory on word

alignment quality. For this purpose, we train IBM-4 translation models on the 48K

French-English Hansards bitext collection (Section 4.2) and obtain word alignments

over this set. We then construct four subsets of the bitext word alignments consisting

of 5K, 12K, 24K, and 48K sentence-pairs respectively. From each subset, we extract

a phrase-pair inventory (using the procedure described in Section 3.3). Statistics over

the four phrase-pair inventories are shown in Table 4.5. We measure coverage by each

inventory of the test set in the following way. We first obtain all the target language

phrases (up to a maximum length) in the test set, and then measure the percentage

of these phrases that also occur in the phrase-pair inventory. A higher value indicates
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a better coverage of the test set under the particular inventory.

Subset ID # of Phrase-Pair Inventory Statistics Coverage (%)
Sentence # of Target # of Source # of Phrase

Pairs Phrases Phrases Pairs
PPI-1 5K 81,640 73,283 122,621 20.79
PPI-2 12K 167,752 151,534 259,010 26.75
PPI-3 24K 288,395 261,685 456,946 31.35
PPI-4 48K 473,741 434,014 772,691 36.02

Table 4.5: Statistics over Phrase-Pair Inventories extracted from four subsets of the
French-English Hansards. IBM-4 models are trained on 48K sentence-pairs from
Hansards and word alignments are obtained on the training set. Four phrase-pair
inventories are then constructed from four nested subsets of these word alignments.
The coverage by each inventory of the test set is also reported.

Using the PPIs as described in Table 4.5, we construct four different TTMs and

use each to obtain MAP word alignments of the test set (Equation 4.1). In Figure 4.7

we show the Alignment Precision, Alignment Recall, and AER as a function of Phrase

Exclusion Probability (α), for values below the critical value. Examining these re-

sults shows that Alignment Precision changes only slightly with an increase in the

size of the phrase-pair inventory (Figure 4.7a). However Alignment Recall decreases

dramatically as the size of the phrase-inventory is reduced (Figure 4.7b). AER is

dominated by the decrease in Alignment Recall and increases with a reduction in the

size of the inventory (Figure 4.7c). The variation in all three alignment metrics with

respect to Phrase Exclusion Probability (PEP) is identical for all the four subsets.

We first explain the variation in Alignment Precision as the size of the phrase-pair

inventory is reduced. We note that the four phrase-pair inventories are extracted

from word alignments generated by the same IBM-4 models. Therefore the word

alignments within the phrase-pair inventories are of uniform quality; this in turn

suggests that the word alignments generated by the TTM will yield nearly identical

Alignment Precision regardless of the size of the inventory employed. We explain the

variation in Alignment Recall across the four inventories by measuring the coverage

of the inventories on the test set. As the size of the underlying phrase-pair inventory

is reduced, the coverage of test set drops as seen in Table 4.5. Alignment Recall
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Figure 4.7: Effect of phrase-pair inventory size on TTM word alignment quality. IBM-
4 models are trained on 48K sentence-pairs from French-English Hansards and word
alignments are obtained over the collection. Four subsets are constructed from this set
of word alignments and phrase-pair inventories were collected over each subset. For
each inventory, MAP word alignments under the TTM are obtained, and Alignment
Precision (Panel a), Alignment Recall (Panel b), and AER (Panel c) are measured as
functions of Phrase Exclusion Probability (PEP). Inventories are shown in Table 4.5.

(Equation 4.8) is proportional to the number of correctly aligned words on the test

set and is therefore dependent on the coverage by the inventory of the test set. This

suggests that as the size of the phrase-pair inventory is reduced, Alignment Recall

will decrease due to a decrease in test set coverage.

Conclusion We hold word alignment quality of IBM-4 translation models constant

when constructing phrase-pair inventories from different sizes of bitext. Increasing

the bitext size improves the coverage by the inventory of the phrases on the test set

(Table 4.5), and consequently improves Alignment Recall of the TTM (Figure 4.7).

However, the Alignment Precision of the TTM remains invariant to the size of the

bitext because the word alignments within the phrase-pairs are of uniform quality.
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4.3.3 Word Alignment Quality of Underlying IBM-4 Models

In the previous experiment, the quality of the underlying word alignments is held

constant while we vary the size of the bitext from which the phrase-pair inventories

are extracted. As an alternative, we would like to fix the size of the phrase-pair

inventory and allow the underlying word alignments to vary in quality. However this

is not possible, since the phrase-pair inventories themselves are extracted from word

alignments. We take the following approach. We constructed systems over varying

amounts of bitext and adjust the PEP (α) so that two different sized systems have the

same Alignment Recall; this implies that they have comparable coverage. At these

points we will measure Alignment Precision and AER.

For this experiment, we construct four nested subsets of the Hansards bitext

collection containing 5K, 12K, 22K, and 48K sentence pairs respectively; these are

the same four subsets used in the previous experiment. On each subset, we trained

IBM-4 translation models and used these models to obtain word alignments over

the smallest (5K) subset. From each set of word alignments over the 5K subset,

we construct a phrase-pair inventory using the procedure described in Section 3.3.

Statistics over these four phrase-pair inventories are shown in Table 4.6. We note that

this experiment allows us to hold the coverage of target phrases nearly constant across

the four inventories; the variation in coverage across the four inventories (Table 4.6) is

lower compared to the corresponding variation in coverage values for the inventories

used in the previous experiment (Table 4.5).

Using the four phrase-pair inventories as described in Table 4.6, we construct four

different TTMs and use each to obtain a MAP word alignment of the test set. In

Figure 4.8, we study Alignment Precision, Alignment Recall, and AER as a function

of PEP for values below the critical value. Contrary to the previous experiment in

which we alignment quality was held constant, we observe that as the size of bitext

increases, the Alignment Precision improves (Figure 4.8a). We see that Alignment

Recall also improves with the size of the bitext (Figure 4.8b). AER reflects the

combined Alignment Precision and Recall, and improves consistently as the bitext

size is increased (Figure 4.8c). The variation in alignment performance (precision,
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Subset # of Phrase-Pair Inventory Statistics AER (%) Coverage (%)
ID Sentence # of # of # of of IBM-4

Pairs Target Source Phrase models
Phrases Phrases Pairs

PPI-1 5K 58,266 51,318 80,256 20.6 18.14
PPI-2 12K 67,242 59,138 95,953 15.9 19.39
PPI-3 24K 74,526 65,856 108,952 13.9 20.23
PPI-4 48K 81,800 73,442 123,314 12.1 20.86

Table 4.6: Statistics over four different Phrase-Pair Inventories collected from a 5K
subset of the French-English Hansards. IBM-4 models are trained on four nested
subsets of the French-English Hansards bitext and word alignments are obtained
over the smallest (5K) subset. A phrase-pair inventory is collected over each word
alignment. The alignment quality (in AER) of each underlying IBM-4 model and the
coverage by each inventory of the test set are reported.

recall and AER) with respect to Phrase Exclusion Probability is seen to be identical

for all the four subsets.

Subset ID Bitext Size log(PEP ) Precision (%) Recall (%) AER (%)
PPI-1 5K -2.30 94.0 75.0 15.5
PPI-2 12K -1.25 94.8 75.0 15.1

Table 4.7: Analysis of the effect of Word Alignment Quality on TTM Alignment
Performance. We select two systems from Figure 4.8 with constant Alignment Recall,
and measure Alignment Precision and AER for these systems.

To understand this behavior, we note that as the size of bitext is increased, the

alignment performance of the IBM-4 models improves (Table 4.6). We therefore

attribute the increase in Alignment Precision to the improvement of the underlying

word alignments. We attempt to measure Alignment Precision for constant values

of Alignment Recall. Table 4.7 presents PPI-1 at log(PEP ) = −2.30 and PPI-2 at

log(PEP ) = −1.25. We observe that although the Alignment Recall values for the

two systems are equal, the PPI-1 system has a lower Alignment Precision than PPI-2.

Since the underlying models for PPI-1 are trained on approximately half the number

of sentence pairs as the underlying models for PPI-2, we conclude that if Alignment

Recall can be held constant, the effect of increasing bitext is to improve Alignment

Precision of the TTM.
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Figure 4.8: Effect of word alignment quality of underlying IBM-4 models on align-
ment performance of TTM. IBM-4 models are trained on four nested subsets of the
French-English Hansards bitext and word alignments are obtained over the smallest
subset (5K sentence pairs). A phrase-pair inventory are constructed over each word
alignment. For each inventory, MAP word alignments under the TTM are obtained,
and Alignment Precision (Panel a), Alignment Recall (Panel b), and AER (Panel c)
are measured as functions of Phrase Exclusion Probability. Inventories are shown in
Table 4.6.

Conclusion We build phrase-pair inventories from IBM-4 word alignments of vary-

ing quality while keeping coverage of phrases on a test set nearly constant (Table 4.6).

In this case increasing the bitext size for IBM-4 model training improves the word

alignment quality of IBM-4 models and consequently improves the Alignment Pre-

cision of the TTM (Figure 4.8). However, Alignment Recall stays nearly constant

because the coverage of the test set does not change much across the inventories.

4.3.4 Multiple Source Phrase Segmentations

Ideally the word alignment of sentence pairs under the TTM is obtained after

considering all possible phrase segmentations of the source sentence (Equation 4.1).
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An alternative, approximate approach could be done following the two-step procedure

(Equation 4.2) that consists of MAP phrase segmentation of the source sentence, then

followed by the MAP alignment of the fixed source sentence phrase segmentation.

Figure 4.9 compares the performance of the two approaches as a function of the

Phrase Exclusion Probability for values above the critical value. We find that the

two-step approach (Equation 4.2) is markedly inferior relative to the exact MAP

word alignment (Equation 4.1).
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Figure 4.9: Effect of multiple phrase segmentations of the source sentence on TTM
word alignment quality. MAP Word Alignments Under the TTM are obtained using
the two-step alignment process (Equation 4.2) that considers only a single phrase
segmentation of the source sentence These are compared to MAP word alignments
obtained using all segmentations of the source sentence (Equation 4.1). In both cases,
Alignment Precision (Panel a), Alignment Recall (Panel b), and AER (Panel c) are
measured are functions of Phrase Exclusion Probability.

Conclusion Considering multiple phrase segmentations of the source sentence dur-

ing TTM alignment yields large improvements in alignment performance (Precision,

Recall, and AER) relative to the case where only a single phrase segmentation is used

(FIgure 4.9).
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4.3.5 Unweighted Source Phrase Segmentation Model

In Section 3.4, we described an exact procedure to ensure that the probabilities

over all segmentations of a given length sentence are correctly normalized. As this

procedure is expensive in practice, we consider excluding the source phrase segmen-

tation model in the following way. We obtain word alignments under the TTM using

an unweighted source phrase segmentation model, i.e. a source phrase segmenta-

tion transducer W is constructed as in Section 3.4.2 but no weights are assigned to

the transitions. The MAP word alignments without the source phrase segmentation

model are compared to the exact MAP word alignments in Table 4.8.

We observe that excluding the segmentation model has almost no impact on the

alignment quality. We can therefore avoid this expensive step in practice.

Source Phrase Segmentation Model Alignment Metrics (%)
Precision Recall AER

Weighted 94.5 84.6 9.9
Unweighted 94.4 84.6 10.0

Table 4.8: Effect of an Unweighted Source Segmentation Model on TTM Alignment
Quality. Results are shown on the French-English Hansards Task.

Conclusion The source phrase segmentation model likelihoods do not influence

the alignment performance of the TTM (Table 4.8). We therefore conclude that this

particular instance of the segmentation model is so weak that the overall alignment

performance is dominated by the phrase transduction probabilities.

4.3.6 Source Phrase Reorderings

In the experiments described thus far we have used the Fixed Phrase Order Model

(Equation 3.7) that does not reorder the source phrase sequence while performing

word alignment (Equation 4.1). We now measure the effect of reorderings of the

MAP source phrase segmentation on alignment performance of the TTM.

We follow the procedure described earlier (Section 4.1) and obtain an N-best list of

reorderings under the Markov Phrase Order model (Equation 3.6). Word alignment
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of each sentence-pair under the TTM (Equation 4.1) is then performed given the

N-best reorderings of the source phrase sequence.

We first derive a quantity that characterizes the tendency of the model to relocate

phrases in order to achieve the MAP word alignment. This quantity, called Aver-

age Phrase Movement (APM) [79], measures the degree of non-monotonicity in the

MAP word alignment (Equation 4.1). Suppose any two consecutive phrases in the re-

ordered source phrase sequence ûâ1 , ..., ûâk
are given by ûâk

= el′

l and ûâk−1
= em′

m , the

movement between these phrases is measured as dk = |l −m′ − 1|. The total phrase

movement over the sentence pair is taken as the sum of the individual movements:

d =
∑K

k=1 dk. The Average Phrase Movement is obtained by averaging the total

movement over the sentences in the test set. We emphasize that the target phrase

order is unchanged during the alignment process, so the Average Phrase Movement

measures variation in the source phrase order relative to both the original source

phrase order and the target phrase order.

We perform two experiments to study the effect of reorderings on TTM word

alignments. In the first experiment, we fix the number of reordered source phrase

sequences (an N-best list of size 400) and obtain MAP word alignments under the

TTM as a function of PEP (α) (Figure 4.10). For each PEP we also measure the

percentage of Excluded Phrase Counts (EPC). We observe that there is only a slight

improvement of AER by allowing reorderings relative to the no reordering case. When

reorderings are allowed, the Average Phrase Movement drops monotonically as PEP

is increased. We also note the AER peaks at the same value of PEP whether or not

reordering of the source phrase sequence is allowed.

Our conclusion is that to induce phrase reorderings in the MAP word alignment,

PEP must be set to a value that leads to a degradation in AER. In contrast, at the

optimal value of AER, we observe that the Average Phrase Movement of the MAP

word alignment is less than one word; this suggests that we could obtain similar

gains in AER by increasing the maximum word length of the source phrases in the

phrase-pair inventory instead of allowing source phrase reorderings during alignment.

In the second experiment we fix the Phrase Exclusion Probability at its optimal

value from the the first experiment (PEP = 0.005), and then obtain MAP word
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Figure 4.10: Effect of Reorderings of the Source Phrase Sequence on TTM alignment
quality. MAP Word Alignments under the TTM are obtain using a fixed number
of reorderings (N = 400) of the single phrase segmentation of the source sentence.
Performance is compared with MAP word alignments obtained without reordering the
source phrase sequence. We measure AER (Panel a) and Average Phrase Movement
(Panel b) as functions of the Phrase Exclusion Probability (PEP). Results are shown
on the French-English Task.

alignments under the TTM as the number of reordered source phrase sequences is

varied (Table 4.9). For comparison we also show the performance when the source

phrase is not reordered in computing the MAP word alignment. As the number of

reordered source phrase sequences is increased from 1 to 1, 000, we note that the

Average Phrase Movement increases slightly. When reorderings are allowed, there

is a slight reduction in EPC relative to the no-reordering case. AER decreases only

slightly by allowing more reorderings of the source phrase sequence during alignment.

We conclude from the second experiment that allowing more reorderings leads to

a greater Average Phrase Movement in the MAP alignment. In addition this also

allows more phrase pairs to be aligned as seen by the reduction in the percentage

of Excluded Phrase Counts (EPC). However, there are only small gains in AER by

allowing reorderings of the source phrase sequence.

Conclusion Alignment Performance of the TTM does not improve much by allow-

ing movement of source phrases during word alignment (Figure 4.10). Most the gains

in performance can be obtained using a 100-best list of reorderings. This experiment
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# of reordered source Alignment Metrics (%) Average Phrase EPC (%)
phrase sequences Precision Recall AER Movement
No Reordering 93.9 79.5 12.8 0.0 34.8

1 93.9 79.5 12.8 0.2 34.8
100 94.0 80.1 12.5 0.7 34.2
200 94.0 80.1 12.5 0.7 34.2
400 94.0 80.1 12.5 0.7 34.2
600 94.0 80.1 12.5 0.8 34.2
800 94.0 80.1 12.5 0.8 34.2
1000 94.0 80.1 12.5 0.8 34.2

Table 4.9: Effect of number of reorderings of the source phrase sequence on TTM
alignment quality. MAP word alignments under the TTM is obtained as a function
of the number of reorderings of the source phrase sequence in the French-English
Task. In each case, we measure Alignment Quality (Precision, Recall and AER),
Average Phrase Movement and the percentage of Excluded Phrase Counts (EPC).

provides evidence that we can avoid reordering the source phrase sequence without

much degradation in alignment performance.

4.4 Discussion

In this chapter we have discussed word alignment of bitexts under the Transla-

tion Template Model. Once the component models of the TTM are implemented as

weighted finite state transducers, we have shown how MAP word alignment can be

obtained immediately using standard weighted finite state operations involving these

transducers. In addition, these WFST operations facilitate generation of alignment

lattices without any extra effort in implementation.

This is the first time that phrase-based models of this variety have been employed

for bitext word alignment. The ability to do this is crucial in order to implement

iterative parameter estimation procedures such as Expectation Maximization (EM)

for this model. In general we note that a finite inventory of phrase-pairs is not

rich enough to cover all possible sentences in any given bitext collection. As a result

sentence-pairs from the collection can contain phrase-pairs not in the inventory; unless

addressed, these sentence-pairs are therefore assigned a probability of zero under the
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model. We have described how modeling the deletion of source phrases during the

alignment process can overcome this limitation, and thus make it possible for the

TTM to be used to align any bitext.

We have presented a detailed experimental analysis of the TTM, and analyzed

several factors that influence alignment performance. Our experiments are aimed at

throwing light on the strengths and weaknesses of the model. We will now highlight

some of the key results and conclusions that we draw from these experiments.

We observe that the Alignment Error Rate (AER) of the TTM is comparable to

the IBM-4 models on the French-English task, but worse than that of the IBM-4

models on the Chinese-English task. On both tasks the model obtains a very high

Alignment Precision but a relatively poor Alignment Recall. The lower recall on the

Chinese-English task can be attributed to the greater number of source language and

target language phrases that are excluded during word alignment under the TTM.

Source and target phrases excluded during word alignment affect alignment per-

formance of the TTM. This behavior is governed by varying the Phrase Exclusion

Probability (PEP). Alignment Recall at first improves slightly with PEP but then

decreases. Alignment Precision increases monotonically with PEP over most of its

permissible range, however there is a critical value above which Alignment Precision

decreases. The initial increase in Alignment Precision suggests that as PEP increases

the model favors phrase-pairs that yield higher quality word alignments than found

in general. However as PEP is increased above the critical value, the percentage of

excluded phrases increases sharply. As a result, the Alignment Precision drops even

though the relatively few phrase-pairs that remain in the alignments are of high qual-

ity. We conclude from this behavior that we cannot ’game’ Alignment Precision by

arbitrarily decreasing the number of hypothesized alignment links.

The quality of underlying word alignments and the richness of the phrase-pair

inventory both influence alignment performance of the TTM. If the underlying word

alignment quality is held constant, the main influence of increasing bitext size is

to increase phrase-pair coverage and consequently improve Alignment Recall. By

contrast, if Alignment Recall can be held constant, the effect of increasing bitext size

is to improve Alignment Precision of the TTM.
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All phrase segmentations of the source sentence are generally considered when

obtaining the MAP word alignment of sentence pairs under the TTM. An alternate

approach is a two step procedure that consists of MAP phrase segmentation of the

source sentence, followed by the MAP alignment of the fixed source phrase segmen-

tation. We find that this two-step approach is markedly inferior relative to the exact

MAP word alignment.

Excluding the source segmentation model has almost no impact on the alignment

quality of the TTM. We conclude that this particular instance of the segmentation

model is so weak that the overall alignment process is dominated by the phrase

translation probabilities.

Reorderings of the source phrase sequence can be allowed during TTM word align-

ment. However there is only a slight improvement in AER by allowing any reordering.

We observe that to induce phrase reorderings in the MAP word alignment, PEP must

be set to a value that leads to a degradation in AER. In contrast, at the optimal value

of AER, the Average Phrase Movement of the MAP word alignment is less than one

word; this suggests that we can obtain the benefits of phrase reordering by increasing

the maximum word length of the source phrases in the phrase-pair inventory. Allow-

ing more reorderings leads to a greater phrase movement in the MAP word alignment.

However, this does not result in a large improvement in AER; we find no gains in

AER beyond a 100-best listing of reorderings.
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Chapter 5

Translation under the Translation

Template Model

In this chapter we discuss translation under the Translation Template Model

(TTM). We describe how translation under the TTM can be implemented using

Weighted Finite State Transducer (WFST) operations involving the TTM component

transducers described in Chapter 3. We then evaluate the translation performance

of the TTM on the Hansards French-English and FBIS Chinese-English tasks intro-

duced in Section 4.2. We present experiments to study the contribution of model

components to the translation performance of the TTM system. We also investigate

the influence of both quality and quantity of the training bitext on the translation

performance.

This chapter is organized as follows. We first show how translation under the

TTM can be performed with standard WFST operations involving the TTM compo-

nent transducers (Section 5.1). We present investigatory translation experiments in

Section 5.2. We then describe the development of a Chinese-to-English TTM system

constructed from large training bitexts for the NIST 2004 MT evaluation (Section 5.3).

We finally discuss the experiments in Section 5.4.
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5.1 WFST Implementation of Translation

Given a target language sentence fJ
1 , a translation êÎ

1 in the source language can

be generated via MAP decoding as:

{êÎ
1, K̂, û
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K̂
1 , ĉ
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1).

ûK̂
1 , âK̂

1 , d̂K̂
0 = v̂R̂

1 and ĉK̂0 are the corresponding source phrase sequence, source phrase

reordering sequence, target phrase sequence, and the sequence that specifies the posi-

tion and length of spontaneously inserted target phrases within the reordered source

phrase sequence; values for all these variables are hypothesized in the decoding pro-

cess.

In translation we do not consider reorderings of the source phrase sequence due

to limitations in the current WFST translation framework. In this case the set of

possible translations of fJ
1 is obtained using the weighted finite state composition:

T = G ◦ U ◦ Φ ◦ Y ◦ Ω ◦ S.

A translation lattice [98, 47] can be generated by pruning T based on likelihoods or

number of states [74]. The translation with the highest probability (Equation 5.1)

can be computed by obtaining the path with the highest score in T . Figure 5.1 shows

a heavily pruned translation lattice for the French sentence: Monsieur le orateur ,

ma question se adresse a le ministre charge de les transports ·. The N-best (N=5)

list of translations from this lattice is shown in Figure 5.2.

5.2 Experiments

We now measure the translation performance of the TTM. In implementing trans-

lation under the TTM we use the same components analyzed in our word alignment

experiments (Section 4.3). We used the unweighted Source Phrase Segmentation

Model (Section 3.4.2). Allowing phrase movement in FSM-based implementations
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Figure 5.1: A heavily pruned translation lattice for the French sentence: Monsieur
le orateur , ma question se adresse a le ministre charge de les transports . Each
transition in this lattice has the format w/c where w is a word and c is a cost.
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Hypothesis Log
Probability

<s> mr. speaker , my question is directed to the minister in charge of transport . </s> −25.9
<s> mr. speaker , my question is for the minister in charge of transport . </s> −26.5
<s> mr. speaker , my question is directed to the minister in charge of transportation . </s> −26.6
<s> mr. speaker , my question is directed to the minister responsible for transportation . </s> −26.9
<s> mr. speaker , my question is for the minister in charge of transportation . </s> −27.0

Figure 5.2: An N-best (N=5) list of English translations for the French sentence:
Monsieur le orateur , ma question se adresse a le ministre charge de les transports .
The list is generated from the translation lattice shown in Figure 5.1. <s> and </s>
denote the sentence beginning and the sentence end symbols respectively.

such as this is expensive in memory usage [47, 43]. We use the Fixed Phrase Order

Model (Section 3.4.3). Translation is performed in monotone phrase order, as has

been done by others [109].

Unlike word alignment, translation requires as source language model (Section 3.4.1).

Here we use a trigram word language model estimated using modified Kneser-Ney

smoothing as implemented in the SRILM tookit [90]. As described in Section 4.2,

separate source (English) language models are trained for the French-English and

Chinese-English tasks.

Translation performance is measured using the BLEU and NIST MT-eval metrics,

and Multi-Reference Word Error Rate (mWER). The NIST and mWER metrics are

described at length elsewhere [21] [79], and we will not review them. However we

wish to provide a detailed analysis of translation performance under BLEU, so we

will review its formulation.

The BLEU score [86] measures the agreement between a hypothesis translation

E ′ and its reference translation E by computing the geometric mean of the precision

of their common n-grams. The score also includes a ’Brevity Penalty’ γ(E,E ′) that

is applied if the hypothesis is shorter than the reference. The functional form is
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BLEU(E,E ′) = γ(E,E ′)× BPrecision(E,E ′) (5.2)

BPrecision(E,E ′) = exp

(
1

N

N∑
n=1

log pn(E,E ′)

)
(5.3)

γ(E,E ′) =

{
1 |E ′| ≥ |E|

e(1−|E|/|E
′|) |E ′| < |E|

(5.4)

In the above equations, pn(E,E ′) is a modified precision of n-gram matches in the

hypothesis E ′, and is specified as

pn(E,E ′) =

∑
g∈Vn min(#E(g),#E′(g))∑

g∈Vn #E′(g)
, (5.5)

where Vn denoted all n-grams (order n), and #E(g) and #E′(g) are the number of

occurrences of the n-gram g in the reference E and in the hypothesis E ′ respectively.

We will use the notation BLEUrXnY to refer to BLEU score measured with respect

to X reference translations and a maximum n-gram length N = Y in Equation 5.3.

The BLEU score (Equations 5.2-5.5) is defined over all sentences in the test set, i.e.

E ′ and E are concatenations of hypothesis (reference) translations over sentences in

a test set. We can also define a sentence-level BLEU score between the hypothesis

and reference translations of each individual sentence using Equations 5.2-5.5.

We note that it has not been the standard practice in the MT community to mea-

sure statistical significance when reporting translation performance under the auto-

matic evaluation metrics. NIST currently provides the MT evaluation software [78]

but does not supply any tools for significance testing. We therefore do not perform

any tests of significance in the experiments reported in this thesis. We expect NIST

to supply the MT community with these tools in the near future.

To serve as a baseline translation system, we use the ReWrite decoder [64] with

the French-English and Chinese-English IBM-4 translation models used in creating

the phrase-pair inventories. We see in Tables 5.1 that in both the Chinese-English

and French-English tasks, the performance of the TTM compares favorably to that

of the ReWrite decoder.
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Model French-English Chinese-English
BLEUr1n4 (%) NISTr1n4 BLEUr4n4 (%) NISTr4n4

IBM-4 17.09 5.02 9.67 3.57
TTM 22.29 5.52 22.45 7.73

Table 5.1: Translation Performance of the TTM on the French-English and Chinese-
English Translation Tasks. For comparison, we also report performance of ReWrite
Decoder with the French-English and Chinese-English IBM-4 translation models used
to create the Phrase-Pair inventories.

5.2.1 Phrase Exclusion Probability

In Section 4.3, we have seen that the Phrase Exclusion Probability (PEP) strongly

influences bitext word alignment quality. We now evaluate the effect of this parameter

on translation. The role of PEP in translation is to control spontaneous insertions

of target phrases. This is in contrast to word alignment where PEP affects both

the spontaneous insertions of target phrases and the deletions of source phrases. We

would like to allow the model the flexibility of deleting phrases in sentence to be

translated. Within the source-channel model, this is achieved through the insertion

of target language phrases. We could also allow the generative model to delete source

language phrases, but this would correspond to the insertion of English phrases in

translation independent of any evidence in the Chinese or French sentence; in other

words, they would be hypothesized entirely by the source language model. We do not

consider this scenario.

We now discuss several aspects of Phrase Exclusion Probability in translation. We

first observe that there is sensitivity in the BLEU score to the number of reference

translations. In the French-English task, we have only one reference per sentence to be

translated, while in the Chinese-English task we have four references. In Figure 5.3

we measure BLEU and WER metrics as functions of PEP when one reference is

considered in measuring performance. We see that BLEU decreases as the PEP

increases to allow target (French/Chinese) phrases to be deleted in translation. As in

bitext word alignment, there is a critical value of PEP above which BLEU and WER

quickly degrade. We note that performance under WER does improve slightly with

PEP, unlike BLEU.
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Figure 5.3: Translation Performance of the TTM as a function of the Phrase Exclusion
Probability (PEP) when one reference translation is considered. We measure BLEU
and WER on the French-English (Panel a,c) and the Chinese-English Tasks (Panel
b,d).

We next discuss how PEP influences BLEU. Since BLEU is influenced by both

BPrecision (Equation 5.3) and Brevity Penalty (Equation 5.4), we plot these compo-

nents separately in Figure 5.4. We note first that as PEP increases, the translations

grow shorter. This is measured by the Source-to-Target Length Ratio (STLRatio)

(Figure 5.4d) which is the ratio of the number of words in the translation to number

of words in the French sentence. This behavior is consistent with the role of PEP; it

allows target phrases to delete in translation. The Brevity Penalty (Figure 5.4c) is

governed by the number of words in the translation hypothesis, and therefore closely

tracks the STLRatio. Somewhat surprisingly, BLEU score (Figure 5.4a) closely tracks

the Brevity Penalty and does not improve despite improvements in BPrecision. Analo-

gous to the case of bitext word alignment, increasing PEP allows the model to produce
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Figure 5.4: Translation Performance of the TTM as a function of the Phrase Exclu-
sion Probability (PEP) on the French-English task. We measure BLEU (Panel a),
BPrecision (Panel b), Brevity Penalty (Panel c), and Source-to-Target Length Ratio
(Panel d) as functions of PEP.

higher quality translation when BPrecision (Figure 5.4b) is taken alone. However, the

interaction between BPrecision and Brevity Penalty is such that the shorter sentences,

although of higher precision, incur a very high Brevity Penalty so that the increase

in precision does not improve BLEU overall.

The behavior of BPrecision is interesting in itself. Intuitively, it should be possible

to increase the PEP so that only the most likely phrase translations are retained and

thus improve the BPrecision. However we note in Figure 5.4b that BPrecision itself

falls off above a critical value of PEP.

To explain this behavior of BPrecision, we study the contribution to the BLEU

precision of the four n-gram precision measures (Equation 5.5) in the French-English

task (Figure 5.5). In the TTM, the dominant mechanism by which shorter trans-
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Figure 5.5: Analysis of BLEU Precision for values of Phrase Exclusion Probability
(PEP) close to its maximum permissible value. We measure the following as functions
of PEP : STLRatio (Panel a), BPrecision (Panel b) and each of the n-gram precisions,
n = 1, 2, 3, 4 (Panels c-f). Results are shown on the French-English task.

lations are produced is to insert French phrases so that fewer French phrases are

translated. As a result, English phrases in the translation arise from French phrases

which are likely to be separated in the French sentence. It is correspondingly unlikely

that English phrases in the translation (generated by separated French phrases) would

follow each other in a fluent translation. Therefore the hypothesis translation contains

phrases that are unlikely to be found next to each other in the reference translation.

Consequently when precision statistics (Equation 5.5) are gathered over the transla-

tion, the hypothesized n-grams spanning these phrase boundaries are unlikely to be

present in the reference translation, thus reducing precision. Figure 5.5 shows this

behavior, the precision of higher n-grams (n > 1) falls off as the translations get

shorter. Because of the need to account for n-grams spanning phrase boundaries, it

is not possible to ’game’ precision by merely producing shorter translations.

We now discuss the translation performance when multiple reference translations

are considered for measuring translation performance (Figure 5.6). The most notable

difference between the four-reference and one-reference scenarios is that BLEU score
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Figure 5.6: Translation Performance of TTM as a function of the Phrase Exclusion
Probability when Multiple Reference Translations are considered for scoring. We
obtain BLEU, BPrecision, and Brevity Penalty as functions of PEP in two situations:
when 1 reference is considered (Panels a,c,e), and when 4 references are considered
(Panels b,d,f). Results are shown on the Chinese-English task.

actually shows a substantial increase as PEP varies when four references are available.

Relative to the single reference case, over the range of PEP, BPrecision also shows a

greater increase and the Brevity Penalty is less severe.

We can explain this behavior by noting that Brevity Penalty is less severe when

multiple reference translations are available in scoring (Figure 5.6e,f). In the single

reference and multiple reference cases, the BPrecision increases with PEP, although

the absolute values of BPrecision in the multiple reference case is higher due to

the greater diversity of n-grams in the references. However in the multi-reference

case, there is a greater range of PEP values over which the Brevity Penalty has

little influence on the overall BLEU score. Within this range, the BPrecision can be
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improved substantially by varying PEP so that BLEU shows a strong maximum.

Conclusion The variation of BLEU score with Phrase Exclusion Probability (PEP)

is sensitive to the number of reference translations. When one reference is used in

measuring performance, BLEU decreases with PEP (Figure 5.4a). Brevity Penalty

increases with PEP due to a decrease in the length of the translations (Figure 5.4c,d).

BLEU Precision increases at intermediate values of PEP because the model is able to

produce higher quality translations (Figure 5.4b). However, beyond a critical value of

PEP, BLEU Precision falls off due to a sharp decrease in the precision of the higher

order n-grams (Figure 5.5d,e,f). The overall BLEU score is dominated by the Brevity

Penalty and therefore decreases with PEP. When multiple reference translations are

considered for scoring, BLEU shows a substantial increase as PEP is varied (Fig-

ure 5.6). This is due to diversity found in the multiple reference translations that,

in turn, leads to a higher value of BLEU Precision and a less severe Brevity Penalty

over the range of PEP values (Figure 5.6b,d,f).

5.2.2 Richness of the Phrase-Pair Inventory

We have described how the richness of the phrase-pair inventory can influence word

alignment under the TTM (Section 4.3.2). We now investigate whether translation

performance of the TTM might vary similarly. We use the four phrase-pair invento-

ries described in Table 4.5 that are extracted from the same set of underlying word

alignments but constructed from different amounts of bitext. Using each inventory,

we construct a TTM system and measure its translation performance (under BLEU,

NIST, and WER metrics) (Figure 5.7). In this experiment we measure performance

at the optimal value of the PEP that was determined previously (Section 5.2.1). As

the bitext size employed to construct the inventory increases, we observe an improve-

ment in performance as measured with respect to all three translation metrics. This

shows that if the underlying word alignment quality does not change, additional data

helps to improve coverage of the test set by the inventory, and therefore improves the

translation performance.
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Figure 5.7: Effect of phrase-pair inventory size on translation performance of TTM.
IBM-4 models are trained on 48K sentence-pairs from French-English Hansards, and
word alignments are obtained over the collection. Four subsets are constructed from
this set of word alignments and phrase-pair inventories were collected over each subset.
For each inventory, translations under the TTM are obtained, and BLEU (Panel
a), NIST (Panel b), and WER (Panel c) are plotted as functions of the bitext size
employed to construct the inventory. Inventories are shown in Table 4.5.

Conclusion If we hold word alignment quality of IBM-4 translation models con-

stant when constructing phrase-phrase inventories over different sizes of bitext (Ta-

ble 4.5), increasing the size of the bitext improves coverage of target phrases on

the test set (Table 4.5), and in turn improves translation performance of the TTM

(Figures 5.7).

5.2.3 Word Alignment Quality of Underlying IBM-4 Models

We have studied how word alignment performance of the TTM varies with the

quality of its underlying IBM-4 models (Section 4.3.3). We now study translation

performance of the TTM in a similar way. We use the four phrase-pair inventories

described in Table 4.6; these are constructed from the same bitext but their underlying

word alignments arise from IBM-4 models trained on varying amounts of bitext. Using

each inventory we construct a TTM system and measure its translation performance

(under BLEU, NIST, and WER metrics) as a function of the bitext training set size

in Figure 5.8, where we fix the PEP to its optimal value found in Section 5.2.1. We
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observe that as the training set is increased, the AER of the IBM-4 models decreases,

and the translation performance improves under all three translation metrics. We

conclude that more bitext improves quality of the underlying word alignments and in

turn improves translation quality.

5 10 15 20 25 30 35 40 45 50

12
14
16
18
20

IB
M

4−
A

E
R

 (
%

)

a

5 10 15 20 25 30 35 40 45 50
17

18

19

20
B

LE
U

 (
%

)

b

5 10 15 20 25 30 35 40 45 50
4.5

5

5.5

N
IS

T

c

5 10 15 20 25 30 35 40 45 50
64

66

68

70

W
E

R
 (

%
)

Bitext Size (in 1000s of sentence pairs)

d

Figure 5.8: Translation performance of TTM as a function of the bitext size employed
in training the underlying IBM-4 models. IBM-4 models are trained on four nested
subsets of the French-English Hansards bitext, and word alignments are obtained over
the smallest subset (5K sentence pairs). A phrase-pair inventory is constructed over
each word alignment. For each inventory, translations under the TTM are obtained,
and BLEU (Panel b), NIST (Panel c), and WER (Panel d) are plotted as functions of
the bitext size employed in training the underlying IBM-4 models. We also measure
AER of the underlying IBM-4 models (Panel a). Inventories are shown in Table 4.6.

Conclusion We investigate construction of phrase-pair inventories from IBM-4

word alignments of varying quality while keeping coverage of target phrases on a

test set nearly constant (Table 4.6). In this case, increasing the size of the bitext

for training IBM-4 translation models improves the word alignment quality of the

models (Table 4.5), and consequently improves the translation performance of the

TTM (Figure 5.8).

5.2.4 Lattice Quality

The goal of this experiment is to study the usefulness of translation lattices for

rescoring purposes. For this purpose we generate N-best lists of translation hypotheses
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from each translation lattice, and show the variation of their oracle-best BLEU scores

with the size of the N-best list (Figure 5.9). The oracle-best BLEU score is obtained

in the following way. For each sentence in the test set, we obtain the oracle-best

hypothesis by selecting the translation from N-best list with the highest sentence-level

BLEU score relative to the reference translation. We concatenate these oracle-best

hypotheses over all sentences in the test set and then measure the test-set BLEU

score of the resulting hypothesis.
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Figure 5.9: Variation of oracle-best BLEU scores with the size of the N-best list
on the French-English Task. For each N-best list on the test set, the oracle BLEU
hypothesis is computed under the sentence-level BLEU metric. The oracle hypotheses
are concatenated over the test set, and the test-set BLEU score is measured.

We observe that the oracle-best BLEU score sharply increases with the size of the

N-Best List.

Conclusion Oracle-best BLEU scores over an N-best list of translations can be

obtained by measuring the BLEU score of the hypothesis in the list that is closest

to the reference translation(s). Oracle-best BLEU scores improve substantially with

the size of the N-best list generated by the TTM. We can therefore expect to rescore

the lattices and N-best lists generated by TTM with more sophisticated models and

achieve improvements in translation quality.
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5.2.5 Translation Examples

We now present examples of translations generated by the TTM at different levels

of translation performance as measured by the BLEU score. We provide these ex-

amples to illustrate good translations and poor translations under the BLEU metric

in an attempt to provide the reader some intuition of this metric. The examples

are selected from the NIST 2002 Chinese-English evaluation set. Table 5.2 shows

five examples each of translations with sentence-level BLEU scores in the following

intervals: 60− 70%, 40− 50%, 20− 30%, and 0− 10%.

We observe from this sample that translations with BLEU scores of 40% or higher

are generally readable while those with BLEU scores lower than 10% appear poor

and ill-formed.

5.3 Translation Performance with Large Bitext Train-

ing Sets

We report the performance of the Translation Template Model on the Chinese-to-

English translation tasks in the NIST 2004 MT evaluation [78]. We will describe the

training and test data, model training procedures, and the experiments performed in

the development of this evaluation system.

5.3.1 Data

The goal of the NIST 2004 Chinese-English task [78] is the translation of news

stories, editorials and speeches from Chinese to English. The large data track in

this task restricts the allowable bitext to that provided by the LDC but places no

restrictions on the monolingual English text used by the systems. We first present the

training and test data for this task. We then describe the steps involved in preparing

this text for translation model and language model training.
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Translations BLEU (%)
60− 70%

Afghan Earthquake Victims begin to rebuild their homes . 66.1
Prior to this , the ANC has issued a statement calling for the international
community to respect the choice of the people and help them survive . 66.0
Statistics show that since 1992 , a total of 204 UN personnel have been
killed , but only 15 criminals have been arrested . 64.4
Chavez emphasized that Venezuela needs peace , stability and reason
for all parties should make joint efforts to end the conflict . 62.2
London Financial Times Index Friday at closing newspaper
5,292.70 points , up 31.30 points . 61.0

40− 50%

Indonesia Reiterates Opposition to the presence of foreign troops in 49.0
Witnesses said that Zambia Ji lying in a pool of blood , aside from
his briefcase . 48.4
Hong Kong Police Narcotics Bureau pointed out that this is the first discovery ,
should attach great importance to this issue . 46.4
Three pieces of wall sports in October last year were shipped to
New York to mark the 1990 reunification of Germany . 42.5
Xiao Yang , president of the work report yesterday by 2026 votes
to 528 votes against 259 abstentions . 41.4

20− 30%

Japan to temporarily freeze asked Russia to provide humanitarian assistance , 30.0
Opposition Senator held that the president should focus more on
domestic affairs and not eager to go abroad . 26.2
Taiwan DPP Legislator Chen Kim de fisheries groups to visit to Beijing . 23.9
Recently , the international community for the recent conflict ,
the fiercest Jenin camp conflict investigation of spreading . 20.8
opinion maintained : Gusmao victory is a strong possibility because
he is considered the East Timor independence hero . 20.0

0− 10%
Japan Telecom company in 2000 to spend 5.5 billion dollars buy back . 0.0
However , the voting result shows that Zhu because there is no reason
to be losing power by NPC deputies desolate . 0.0
77 private manufacturing enterprises also reported a foreign trade
management right . 0.0
Identification Department found that college students of
the certificate , many of them were fake . 0.0
The European Union would be implemented in steel imports
temporary protective measures to discuss with the Chinese side , 0.0
Georgia from a section of the great mountains Canyon withdrawal , 0.0

Table 5.2: Examples of translations under the TTM at various levels of translation
performance as measured by the sentence-level BLEU score. These examples are
selected from the NIST 2002 MT evaluation set.
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Source Language Texts and Bitexts Our translation model training data con-

sists of Chinese-English parallel texts derived from the following seven sources: For-

eign Broadcast Information Service (FBIS) [57], Hong Kong News (HKNews) [59],

Xinhua News (Xinhua) [54], Hong Kong Hansards (Hansards) [58], Translations from

the Chinese Treebank (CTB) [55], Sinorama Magazine (Sinorama) [53] and the United

Nations (UN) [61].

Our language model training data consists of English text derived from the fol-

lowing four sources: English side of FBIS bitext (10.5M words), Xinhua news agency

(Xinhua) (155.7M words), Agency France Presse (AFP) (200.8M words), and online

archives (Sept 1998 to Feb 2002) of The People’s Daily (PD) [18] (16.2M words). The

Xinhua and AFP texts are obtained from the LDC Gigaword English corpus [56].

Test Sets We report translation performance on four test sets; these include the

NIST 2001 [52], 2002 [60], 2003 and 2004 evaluation sets sets [78]. The test sets

consist of 993, 878, 919 and 1788 sentences respectively. The NIST 2001, 2002 and

2003 form our development sets while NIST 2004 is the blind test set. There are four

reference translations for each Chinese sentence in all four sets.

Text Processing Our automatic Chinese text processing consists of word segmen-

tation (using the LDC word segmenter [51]) followed by grouping of numbers. The

English text is processed using a simple tokenizer based on the text processing utility

available in the the NIST MT evaluation toolkit [78]. Following the above normal-

ization, singletons (words with a frequency of one) on the English and the Chinese

sides of the training bitext are replaced with the same token. This is done primarily

to reduce vocabulary sizes and therefore the memory requirements of IBM-4 model

training. The final vocabulary sizes are 169, 561 words in English, and 233, 183 words

in Chinese.

Bitext Chunking The original bitext from all seven sources is aligned at the doc-

ument level. For some of these sources (FBIS, Xinhua, HKNews and HKHansards),

we have the document pairs available from LDC. These documents are aligned au-
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Bitext Chunk Pairs (K) Words
Source English (M) Chinese (M)
FBIS 368.2 10.5 7.8

HKNews 615.9 16.3 15.2
Xinhua 137.1 3.9 3.7

Hansards 1426.8 35.3 30.8
CTB 4.7 0.1 0.1

Sinorama 138.4 3.7 3.3
UN 4936.6 137.7 114.8

Total 7627. 7 207.4 175.7

Table 5.3: Statistics computed over chunk-pairs extracted from bitext sources in the
NIST Chinese-English 2004 MT task.

tomatically into chunk-pairs under a statistical chunk alignment model [20]. For the

other bitext sources (UN, Sinorama and CTB), the original document pairs are not

available; we therefore use the sentence alignments provided by the LDC. From the

LDC sentence alignments, we retain sentence pairs that are such that : 1) both En-

glish and Chinese sentences are shorter than 60 words and 2) ratio of the number

of words in the English sentence to the number of words in the Chinese sentence is

less than 6. The rest of the sentence-pairs are realigned at the sub-sentence level to

obtain shorter chunk-pairs. Statistics computed over the chunk pairs from all bitext

sources are shown in Table 5.3.

5.3.2 Model Training

We now describe the procedures involved in training the translation model and

the language model.

IBM-4 Translation Model Training We partition the available bitext into three

parts and train IBM-4 translation models (IBM4-F, IBM4-E) on each partition. We

then use each IBM-4 model to obtain word alignments (IBM4-E ∪ F ) over the cor-

responding partition. The contribution by bitext source (in English words) in each

of the three partitions is given in Table 5.4. For each partition we also report the

Alignment Error Rate (AER) of the corresponding IBM-4 model. The AER is com-
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Partition ID Contribution by Source: En words (M) AER (%)
FBIS HKNews H.C. UN Total IBM4-E IBM-F

1 10.5 16.3 0 26.7 53.5 36.5 34.0
2 10.5 0 0 85.0 95.5 36.9 32.9
3 10.5 16.3 43.0 25.8 95.6 36.5 32.4

Table 5.4: Composition by Bitext Source over 3 partitions of the Chinese-English
bitext training set. For each partition we also report the Alignment Error Rate of
the IBM-4 models on a 124-sentence subset of Eval01 test set. H.C. refers to a
heterogeneous collection of bitext sources (Xinhua+Hansards+CTB+Sinorama).

puted over a 124-sentence subset of NIST eval01 test set [52] for which manual word

alignments are available.

Phrase-Pair Extraction Following IBM-4 model training, the IBM-4 word align-

ments from the three training set partitions are merged and phrase-pairs are extracted

from the resulting word alignments (using the procedure described in Section 3.3).

For reducing storage requirements of the phrase-pair inventory, we extract only those

phrase-pairs whose Chinese side is seen in the test set. Table 5.5 reports some statis-

tics over the phrase-pair inventories restricted to the eval01, eval02, eval03 and eval04

test sets.

Statistics Test Sets
eval01 eval02 eval03 eval04

# of Phrase-Pairs (K) 1438.6 1305.9 1318.3 2543.8
# of English Phrases (K) 142.6 120.9 118.0 242.4
# of Chinese Phrases (K) 34.5 26.0 25.4 54.6

Table 5.5: Statistics computed over TTM Phrase-Pair inventories restricted to the
NIST 2001, 2002, 2003 and 2004 Chinese-English MT test sets.

.

English Language Models We build three language models from the source lan-

guage (English) texts using modified Kneser-Ney smoothing as implemented in the

SRILM tookit [90]. A small trigram model (Small 3g) is trained on People’s Daily

(16.2 M words) and 4.3 M words of Xinhua English news. A larger trigram model
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(Large 3g) is constructed by first building a separate trigram model from each of the

4 text sources (Xin, AFP, FBIS and PD), and then interpolating the four language

models using a weight of 0.25. A four-gram model (Large 4g) is similarly constructed

by first building a 4-gram model from each of the 4 sources, and then interpolating

the four LMs using a weight of 0.25.

5.3.3 Performance of Evaluation systems

We now report the performance of the TTM systems at each stage of the evaluation

(Table 5.6). For comparison we will also report the performance of the four best

competing MT systems that were fielded by other industrial and academic researchers

in the 2004 evaluation (Table 5.7).

We first construct a TTM system using the phrase-inventory (described in Ta-

ble 5.5), and measure its translation performance on the four test sets. Translation

performance is measured using the case insensitive BLEU score on NIST 2001, 2002

and 2003 development sets, and using the case sensitive BLEU score on the NIST

2004 test set. For case-sensitive evaluation, we need to restore case information in

our translations; this is done using a capitalizer (built in the JHU Summer Workshop

WS’03 [81]) that uses a trigram language model trained on case-preserved English

texts from FBIS, PD and Xinhua [81].

In Table 5.6 we report the performance of the TTM system under each of the

three language models (Small 3g, Large 3g and Large 4g). For performing translation

under either of the two trigram language models, we first generate a translation lattice

using a pruned version of the language model and then rescore the lattice using the

unpruned language model. For performing translation under the four gram language

model, we first generate a translate lattice under the large trigram LM (Large 3g), and

then rescore this lattice with the four gram language model. As a final stage of the

evaluation system, we perform Minimum Bayes-Risk rescoring under the BLEU loss

function (to be discussed in Chapter 7) on N-best lists generated with the four-gram

language model.

We observe that the large trigram LM outperforms the smaller trigram LM by
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Stage BLEU (%)
eval01 eval02 eval03 eval04

Small 3g 29.5 27.0 25.7 -
Large 3g 30.2 28.0 27.2 26.5
Large 4g 31.2 28.8 27.5 27.6

MBR-BLEU 31.4 29.0 27.7 27.8

Table 5.6: Performance of the Chinese-to-English system at various evaluation stages
on the NIST 2004 MT task. We report the performance of the TTM system under
three different language models, and the performance of MBR decoders over N-best
lists generated under the 4-gram LM.

System BLEU% (eval04)
JHU-TTM 27.8

Competing MT systems
1 32.1
2 27.2
3 22.7
4 21.9

Table 5.7: Performance of the JHU-TTM system relative to the 4 best competing MT
systems that were fielded by other industrial and academic researchers in the NIST
2004 evaluation.
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about 1.0% in BLEU. The four gram LM yields a further improvement of about 1.0%

BLEU over the bigger trigram LM. Finally MBR-BLEU decoding gives an improve-

ment of about 0.2% BLEU over the four gram LM.

5.3.4 Summary of Evaluation systems

We have described the use of TTM in building a Chinese-English MT system from

large bitexts. The respectable performance of the TTM on the NIST 2004 task shows

that our approach is competitive relative to contemporary research MT systems.

Our MT system has benefitted considerably from the investigative experiments done

to study the contribution of model components to the overall system performance

(Sections 4.3 and 5.2). The WFST-TTM architecture supports the generation and

rescoring of translation lattices and N-best lists. We have found this to be valuable in

performing rescoring under various language models as well under Minimum Bayes-

Risk decoding procedures.

5.4 Discussion

We have discussed translation under the TTM. We have shown how translation

under the TTM can be performed using standard Weighted Finite State Transducer

operations involving the TTM component transducers. The WFST operations also

allow generation of translation lattices without any extra effort in implementation.

The translation performance of the TTM compares favorably to that of the ReWrite

decoder that employs the same set of IBM-4 translation models. We find that Phrase

Exclusion Probability (PEP) influences translation performance of TTM. As PEP is

increased, we observe that BLEU degrades but WER improves slightly at first before

degrading. Examining this behavior shows that as PEP is increased, the translations

become shorter and the Brevity Penalty increases while the BPrecision increases.

However, the interaction between BPrecision and Brevity Penalty is such that the

shorter sentences, although of higher precision, incur a very high Brevity Penalty so

that the increase in precision does not improve BLEU overall. Furthermore, BPreci-
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sion itself falls off above a critical value of PEP; therefore it is not possible to ’game’

BLEU Precision by merely producing shorter translations.

Interestingly, we find that the variation in BLEU score is sensitive to the number of

reference translations used for scoring. The most notable difference between the four-

reference and one-reference scenarios is that BLEU score actually shows a substantial

increase as PEP varies when four references are available. We can attribute this

difference to the greater diversity in the reference translations with respect to n-

grams and length; therefore multiple reference translations are more permissive of

variations in the hypothesized translation length.

The quality of underlying word alignments and richness of the phrase-pair inven-

tory influence translation performance of the TTM. When the alignment quality of

underlying IBM-4 models is fixed, additional data helps to improve coverage of the

test set by the inventory, and therefore improves the translation performance. On

the other hand, we can fix the bitext collection from which the phrase-pair inventory

is gathered and vary the amount of bitext for training the underlying IBM-4 models;

we find that this improves word alignment quality of the underlying models and in

turn improves translation quality of the TTM.

Finally we study the variation of oracle-best BLEU scores on N-best lists generated

by the TTM. We observe that the oracle-best BLEU score sharply increases with the

size of the N-Best List; this shows that we can expect to rescore the translation lattices

with more sophisticated models and achieve improvements in translation quality. This

concludes the overview of the TTM investigative experiments.

We have described the construction of a large vocabulary Chinese-English TTM

system for the NIST 2004 MT evaluations. Our results demonstrate that the TTM

can be successfully scaled up to large training bitexts. The respectable performance of

TTM on this task show that this framework is competitive relative to contemporary

research MT systems.

The Translation Template Model is a very promising modeling framework for

statistical machine translation. The model offers a simple and unified framework for

bitext word alignment and translation. The simplicity of the model has allowed us

to perform a detailed investigation of the several factors that influence the alignment
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and translation performance of the model; we believe that this analysis has improved

our understanding of the strengths and weaknesses of the model.
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Chapter 6

Minimum Bayes-Risk Word

Alignments of Bitexts

In this chapter we describe the application of Minimum Bayes-Risk (MBR) tech-

niques to bitext word alignment [45]. We will show how specialized MBR decoders

can be constructed to optimize performance under each alignment quality metric.

We first discuss loss functions for comparing word alignments (Section 6.1). We

show that alignment loss functions can be derived from standard error metrics such

as Alignment Precision, Alignment Recall and Alignment Error Rate. We also extend

the Alignment Error loss function to incorporate linguistic features from parse-trees

and part-of-speech tags. We next present the formulation of MBR decoders for bi-

text word alignment (Section 6.2). We demonstrate closed-form solutions to MBR

decoders on alignment lattices under two classes of alignment loss functions.

In Section 6.3 we present the word alignment experiments. We first describe a

procedure to generate alignment lattices under the IBM-3 translation model [10]. We

then report the performance of MBR decoders on alignment lattices generated by the

IBM-3 model and the Transducer Template Model respectively. We finally discuss

experiments in Section 6.4.
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B

monsieur le orateur , ma question se adresse à le ministre chargé de les transports

Mr.  speaker , my question is directed to the minister of transportNULL

NULL Mr.  speaker , my question is directed to the minister of transport

B

Figure 6.1: An example of two competing word alignments for an English-French
sentence pair.

6.1 Alignment Loss Functions

We now introduce alignment loss functions to measure the quality of automati-

cally produced alignments. In doing so, we will use the word alignment definitions

introduced in Section 4.1.

We study the problem of aligning a pair of translated source and target sentences

E = eI
0 and F = fJ

0 . For this sentence-pair, we wish to compare an automatically

generated alignment B′ to a reference alignment B, which we assume was produced

by an automatic translator. Figure 6.1 shows an example of two such competing word

alignments for an English-French sentence pair.

We will now define various loss functions L(B,B′) to measure the quality of B′

with respect to B. These loss functions fall into two general classes. The first class of

loss functions is derived from standard alignment metrics such as Precision, Recall,

and Alignment Error. The second class of loss functions extends the Alignment Error

to incorporate features from parse-trees, part-of-speech tags and word classes.

6.1.1 Precision, Recall and Alignment Error

Och and Ney [82] introduced three metrics to measure quality of automatically

produced alignments. These are Alignment Precision, Alignment Recall, and Align-

ment Error Rate, and were defined in Section 4.3. For the reader’s convenience, we

repeat these definitions here.
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We note that in these measurements, links to the NULL word are ignored. This

is done by defining modified link sets for the reference alignment: B̄ = B − {(i, j) :

i = 0∨ j = 0} and the automatic alignment: B̄′ = B′−{(i′, j′) : i′ = 0∨ j′ = 0}. The

reference annotation procedure allows the human annotators to identify which links

in B̄ they judge to be unambiguous. In addition to the reference alignment, this gives

a set of sure links (S) which is a subset of B̄. The ambiguous links (B̄ \ S) in the

reference alignment are used especially to align words within idiomatic expressions,

free translations, and missing function words [82]. The alignment metrics are defined

as follows:

Precision (S,B;B′) =
|B̄′ ∩ B̄|
|B̄′|

Recall (S,B;B′) =
|B̄′ ∩ S|
|S|

AER (S,B;B′) = 1− |B̄
′ ∩ S|+ |B̄′ ∩ B̄|
|B̄′|+ |S|

.

Since our modeling techniques require loss functions rather than error rates or

accuracies, we introduce the Precision Error, Recall Error and Alignment Error loss

functions:

LPE(B,B′) = |B̄′| − |B̄ ∩ B̄′| (6.1)

LRE(B,B′) = |B̄| − |B̄ ∩ B̄′| (6.2)

LAE(B,B′) = |B̄|+ |B̄′| − 2|B̄ ∩ B̄′| (6.3)

= |B̄|+ |B̄′| − 2
∑
b∈B̄

∑
b′∈B̄′

δb(b
′).

We consider error rates to be “normalized” loss functions. We note that, unlike

AER, Precision, or Recall, the loss functions LAE, LPE and LRE do not distinguish

between ambiguous and unambiguous links. However, if a decoder generates an align-

ment B′ for which LAE(B,B′) is zero, the AER is also zero. Therefore if AER is the

metric of interest, we will design alignment procedures to minimize LAE. Similarly,

if Alignment Precision (Alignment Recall) is the metric of interest, we develop align-

ment procedures to minimize LPE (LRE).
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6.1.2 Generalized Alignment Error

We are interested in extending the Alignment Error loss function (Equation 6.3)

to incorporate various linguistic features into the measurement of alignment quality.

The Generalized Alignment Error is defined as

LGAE(B,B′) = 2
∑
b∈B

∑
b′∈B′

δi(i
′)dijj′ . (6.4)

where b = (i, j) , b′ = (i′, j′) and

dijj′ = D((j, ej), (j
′, ej′); fi). (6.5)

Here we have introduced the word-to-word distance measure D((j, ej), (j
′, ej′); fi)

which compares the links (i, j) and (i, j′) as a function of the words in the translation.

LGAE refers to all loss functions that have the form of Equation 6.4. Specific loss

functions are determined through the choice of D. To see the value in this, suppose

fi is a verb in the French sentence and that it is aligned in the reference alignment to

ej, the verb in the English sentence. If our goal is to ensure verb alignment, then D

can be constructed to penalize any link (ej′ , fi) in the automatic alignment in which

ej′ is not a verb.

We will now give examples of distances in which LGAE is based on part-of-speech

(POS) tags, parse tree distances, and automatically determined word clusters. We

note that the LGAE can almost be reduced to LAE, except for the treatment of NULL

in the source (English) sentence.

Syntactic Distances From Parse-Trees Suppose a parser is available that gen-

erates a parse-tree for the English sentence. Our goal is to construct an alignment

loss function that incorporates features from the parse. One way to do this is to

define a graph distance

dijj′ = g(Nej
, Nej′

). (6.6)

Here Nej
and Nej′

are the parse-tree leaf nodes corresponding to the English words

ej and ej′ . This quantity is computed as the sum of the distances from each node

to their closest common ancestor. It gives a syntactic distance between any pair of
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English words based on the parse-tree. This distance has been used to measure word

association for information retrieval [68]. It reflects how strongly the words ej and ej′

are bound together by the syntactic structure of the English sentence as determined

by the parser. Figure 6.2 shows the parse tree for an English sentence in the test

data with the pairwise syntactic distances between the English words corresponding

to the leaf nodes.

. .

Pairwise Distances

g("i","think") = 4

g("i", "that") = 7

g("i","is") = 7

g("i" , "good") = 8

g("i" , ".") = 8

TOP

S

NP

PRP i

VP

VBP think SBAR

S

NP

DT that

VP

VBZ is ADJP

JJ good

Figure 6.2: Parse tree for an English sentence with the pairwise syntactic distances
between words.

With D defined as in Equation 6.6, the Generalized Alignment Error loss function

(Equation 6.4) is called the Parse-Tree Syntactic Distance (LPTSD).

Distances Derived From Part-of-Speech Labels Suppose a Part-of-Speech

(POS) tagger is available to tag each word in the English sentence. If POS(ej)

denotes the POS of the English word ej, we can define the word-to-word distance

measure D (Equation 6.5) as

dijj′ =

{
0 POS(ej) = POS(ej′)

1 otherwise.
(6.7)

With D specified by Equation 6.7, the Generalized Alignment Error loss function

(Equation 6.4) is called the Part-of-Speech Distance (LPOSD).

Automatic Word Cluster Distances Suppose we are working in a language for

which parsers and POS taggers are not available. In this situation we might wish to
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construct the loss functions based on word classes determined by automatic clustering

procedures. If C(ej) specifies the word cluster for the English word ej, then we define

the distance

dijj′ =

{
0 C(ej) = C(ej′)

1 otherwise.
(6.8)

With D as defined in Equation 6.8, the Generalized Alignment Error loss function

(Equation 6.4) is called the Automatic Word Class Distance (LAWCD).

6.2 Minimum Bayes-Risk Decoding for Automatic

Word Alignment

We here present the formulation of MBR decoders for word alignment, and derive

MBR alignment procedures under the loss functions of Section 6.1.

Bitext word alignment can be described as a classification problem in which a pair

of sentences (E,F ) is mapped to a word alignment B′ = δ(E,F ). Given an alignment

loss function L and the true distribution P (E,F,B) over word alignments, we can

measure the classifier performance under the risk EP (B|F,E)[L(B, δ(E,F )]. The classi-

fier that minimizes this risk is the Minimum Bayes-Risk decision rule (Equation 1.1)

B̂ = argmin
B′∈B

∑
B∈B

L(B,B′)P (B|F,E). (6.9)

In the above formulation, we do not have access to the true distribution over trans-

lations. We therefore use statistical translation models to approximate P (B|F,E).

P (B|F,E) =
P (B,F |E)∑
B′ P (B′, F |E)

, (6.10)

where P (B,F |E) is obtained using a statistical model. We also assume that the space

of alignment alternatives can be restricted to an alignment lattice B (Section 4.1.3),

which is a compact representation of the most likely word alignments of the sentence

pair (E,F ) under the statistical model.

We now describe the alignment lattice (Section 6.2.1) and introduce the lattice

based probabilities required for the MBR alignment (Section 6.2.2). The derivation
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of the MBR alignment under AE, PE, and RE loss functions is presented in Sec-

tions 6.2.3, and the derivation under GAE loss function is presented in Section 6.2.4.

6.2.1 Alignment Lattice

Section 4.1.3 introduced the alignment lattice and described a procedure to gener-

ate alignment lattices under the Translation Template Model. We will now describe

the alignment lattice in greater detail.

The alignment lattice B is represented as a Weighted Finite State Transducer

(WFST) [74] B = (Q,Λ, κ, F, T ) with a finite set of states Q, a set of transition

labels Λ, an initial state κ, the set of final states F , and a finite set of transitions

T . A transition in this WFST is given by t = (p, q, b, s) where p is the starting

state, q is the ending state, b ∈ Λ is the alignment link and s is the weight. For

an English sentence of length I and a French sentence of length J , we define Λ as

Λ = {(i, j) : i ∈ {0, 1, ..., J}, j ∈ {0, 1, ..., I}}. We note that the TTM alignment

lattice shown in Figure 4.4 can be converted to this format by replacing each phrase-

pair in the lattice with its internal word alignments (from Table 4.4).

A complete path through the WFST is a sequence of transitions given by T =

{(pk, qk, bk, sk)}nk=1 such that p1 = κ and qn ∈ F . Each complete path defines an

alignment link set B = {bk}nk=1. When we write B ∈ B, we mean that B is derived

from a complete path through B. This allows us to use alignment models in which

the probability of an alignment can be written as a sum over alignment link weights,

i.e. logP (B,F |E) =
∑n

k=1 sk.

6.2.2 Alignment Link Posterior Probability

We first introduce the lattice transition posterior probability of each transition

t = (p, q, b, s) in the lattice

P (t|F,E) =
∑
B∈B

ψB(t)P (B|F,E) (6.11)

where ψB(t) is 1 if b ∈ B and 0 otherwise. The lattice transition posterior probability

is the sum of the posterior probabilities of all lattice paths passing through the tran-



133

sition t. This can be computed very efficiently with a forward-backward algorithm

on the alignment lattice [104]. P (B|F,E) is the posterior probability of an alignment

link set which can be obtained as

P (B|F,E) =
P (B,F |E)∑

B′∈B P (B′, F |E)
. (6.12)

We now define the alignment link posterior probability for a link b = (i, j)

P (b|F,E) =
∑
t′∈T

δb(b
′)P (t′|F,E) (6.13)

where t′ = (p′, q′, b′, s′). This is the probability that any two words (fi, ej) are aligned

given all the alignments in the lattice B.

6.2.3 MBR Alignment Under LAE, LPE and LRE

In this section we derive MBR alignment under the Alignment Error, Precision

Error and the Recall Error loss functions. We start with the Alignment Error (Equa-

tion 6.3). In this case the MBR decoder has the form (Equation 6.9)

B̂ = argmin
B′∈B

∑
B∈B

LAE(B,B′)P (B|F,E). (6.14)

The summation is equal to

|B̄′|+
∑
B∈B

|B̄|P (B|F,E)

−2
∑
b′∈B̄′

{∑
B∈B

∑
b∈B̄

δb(b
′)P (B|F,E)

}
.

If T̄ ⊆ T is the subset of transitions (t = (p, q, b, s)) that do not contain links with

the NULL word, we can simplify the bracketed term as∑
B∈B

∑
b∈B̄

δb(b
′)P (B|F,E)

=
∑
B∈B

∑
t∈T̄

ψB(t)δb(b
′)P (B|F,E)

=
∑
t∈T̄

δb(b
′)
∑
B∈B

ψB(t)P (B|F,E)

=
∑
t∈T̄

δb(b
′)P (t|F,E)
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For an alignment link b′ ∈ B̄′ we note that
∑

t∈T̄ δb(b
′)P (t|F,E) = P (b′|F,E). There-

fore, the MBR alignment (Equation 6.14) can be found in terms of the modified link

weight for each alignment link b′ = (i′, j′)

B̂ = argmin
B′∈B

∑
b′∈B̄′

(
1− 2P (b′|F,E)

)
.

We can rewrite the above equation as

B̂ = argminB′∈B
∑

b′∈B′ yb′

yb′ =

{
1− 2P (b′|F,E) i′ 6= 0 ∧ j′ 6= 0

0 i′ = 0 ∨ j′ = 0.

(6.15)

The MBR alignments under the Precision Error (Equation 6.1) and the Recall

Error (Equation 6.2) loss functions can similarly be obtained as:

B̂PE = argminB′∈B
∑

b′∈B′ yb′

yb′ =

{
1− P (b′|F,E) i′ 6= 0 ∧ j′ 6= 0

0 i′ = 0 ∨ j′ = 0,

(6.16)

and
B̂RE = argminB′∈B

∑
b′∈B′ yb′

yb′ =

{
−P (b′|F,E) i′ 6= 0 ∧ j′ 6= 0

0 i′ = 0 ∨ j′ = 0.

(6.17)

6.2.4 MBR Alignment Under LGAE

We here derive MBR alignment under the Generalized Alignment Error loss func-

tion (Equation 6.4). The optimal decoder has the form (Equation 6.9)

B̂ = argmin
B′∈B

∑
B∈B

LGAE(B,B′)P (B|F,E). (6.18)
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The summation can be rewritten as∑
B∈B

LGAE(B,B′)P (B|F,E)

=
∑
B∈B

2
∑
b∈B

∑
b′∈B′

δi(i
′)dijj′P (B|F,E)

= 2
∑
b′∈B

{∑
B∈B

∑
b∈B

δi(i
′)dijj′P (B|F,E)

}
where b = (i, j) and b′ = (i′, j′).

We can simplify the bracketed term as∑
B∈B

∑
b∈B

δi(i
′)dijj′P (B|F,E)

=
∑
B∈B

∑
t∈T

δi(i
′)dijj′ψB(t)P (B|F,E)

=
∑
t∈T

δi(i
′)dijj′

∑
B∈B

ψB(t)P (B|F,E)

=
∑
t∈T

δi(i
′)dijj′P (t|F,E)

where t = (p, q, b, s) and b = (i, j).

The MBR alignment (Equation 6.18) can be found in terms of the modified link

weight for each alignment link b′

B̂ = argminB′∈B
∑

b′∈B′ zb′

zb′ =
∑

t∈T δi(i
′)dijj′P (t|F,E).

(6.19)

6.2.5 MBR Alignment Using WFST Techniques

The MBR alignment procedures under the LPE, LRE, LAE and LGAE loss functions

begin with a WFST that contains the alignment probabilities P (B,F |E) as described

in Section 6.2.1. To build the MBR decoder for each loss function the weights on

the transitions (t′ = (p′, q′, b′, s′)) of the WFST are modified according to either

Equations 6.15-6.17 (s′ = yb′) or Equation 6.19 (s′ = zb′). Once the weights are

modified, the search procedure for the MBR alignment is the same in each case. The

search is carried out using a O(n3) shortest-path algorithm [74, 71].
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6.2.6 Computation of Oracle-best Alignments

The Oracle-best Alignment under an error metric is defined as the hypothesis in

the alignment lattice with the lowest error relative to the reference word alignment

Br. We now describe procedures to compute the oracle-best alignment under the four

loss functions presented in Section 6.1.

We first describe the computation of the oracle-best alignment under the LAE loss

function (Equation 6.3).

B̂AE
o = argmin

B′∈B
LAE(Br, B) (6.20)

= argmin
B′∈B

|B̄′|+ |B̄r| − 2|B̄r ∩ B̄′|

= argmin
B′∈B

∑
b′∈B̄′

{
1− 2

∑
b∈B̄r

δb(b
′)

}
= argmin

B′∈B

∑
b′∈B′

yb′ ,

where the modified weight of an alignment link b′ = (i′, j′), for b′ ∈ B′, is given by

yb′ =


0 i′ = 0 ∨ j′ = 0

−1 i′ 6= 0 ∧ j′ 6= 0 ∧ b′ ∈ Br

1 i′ 6= 0 ∧ j′ 6= 0 ∧ b′ /∈ Br.

(6.21)

The oracle-best alignment hypotheses under the LPE (Equation 6.1), LRE (Equa-

tion 6.2), and the LGAE (Equation 6.4) loss functions can similarly be obtained as:

B̂PE
o = argmin

B′∈B

∑
b′∈B′

yb′ (6.22)

yb′ =


0 i′ = 0 ∨ j′ = 0

0 i′ 6= 0 ∧ j′ 6= 0 ∧ b′ ∈ Br

1 i′ 6= 0 ∧ j′ 6= 0 ∧ b′ /∈ Br,
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B̂RE
o = argmin

B′∈B

∑
b′∈B′

yb′ (6.23)

yb′ =


0 i = 0 ∨ j′ = 0

−1 i′ 6= 0 ∧ j′ 6= 0 ∧ b′ ∈ Br

0 i′ 6= 0 ∧ j′ 6= 0 ∧ b′ /∈ Br,

and

B̂GAE
o = argmin

B′∈B

∑
b′∈B′

yb′ (6.24)

yb′ =
∑

b∈Br
δi(i

′)dijj′ .

For computing the oracle-best hypothesis under Alignment Error, Precision Error,

Recall Error, and the Generalized Alignment Error, we first modify the weights on

the transitions (t′ = (p′, q′, b′, s′)) of the WFST according to Equations 6.21-6.24

(s′ = yb′). Once the weights are modified, the search procedure for the oracle-best

alignment is the same in each case. The search is performed using a shortest-path

algorithm [74, 71].

6.3 Performance of MBR Word Alignments

We now report the performance of MBR word alignments. Since the true distri-

bution over alignments is not known, we use statistical MT models to approximate

P (B|F,E). We also approximate the space of possible alignments with an alignment

lattice (Section 6.2.1) generated by the statistical model.

In our MBR decoding experiments we consider two different statistical models for

generating the alignment lattices. These include the IBM-3 translation model [10] and

the Translation Template model described in Chapter 3. In each case, the alignment

lattices generated by the model will be rescored by the MBR decoding procedures

described in Sections 6.2.3 - 6.2.5. The generation of alignment lattices under the

TTM was discussed in Section 4.1.3. We here describe how alignment lattices can be

generated under the IBM-3 translation model.



138

6.3.1 Word Alignments under the IBM-3 translation model

As discussed in Section 3.1, IBM researchers proposed a series of five translation

models based on word-for-word substitution. Each of these models defines a different

method to compute the probability P (B, f |e) for a word alignment B of the sen-

tence pair (e, f). Our focus here is on generating word alignments under the IBM

Model-3 [10]. The IBM-3 model (see Appendix A) is specified through four compo-

nent models: Fertility probabilities for words, Fertility probabilities for the NULL

word, Word Translation probabilities, and Distortion probabilities. We use a modi-

fied version of the IBM-3 distortion model [43] in which each of the permutations of

the target language sentence is equally likely.

We obtain word alignments under the modified IBM-3 models using the WFST

translation framework introduced by Knight and Al-Onaizan [43]. The finite state

operations are carried out using the AT&T Finite State Machine Toolkit [72, 74].

The WFST framework involves building a transducer for each constituent of the

IBM-3 translation model: the word fertility model M ; the NULL fertility model N ;

and the word translation model T . For each sentence pair we also build a finite state

acceptor E that accepts the English sentence and another acceptor F which accepts

all legal permutations of the French sentence. The alignment lattice B for the sentence

pair is then obtained by the following weighted finite state composition

B = E ◦M ◦N ◦ T ◦ F.

In practice, the WFST obtained by the composition is pruned to a maximum of 10,000

states using a likelihood based pruning operation.

A heavily pruned IBM-3 alignment lattice B for a sentence-pair is shown in Fig-

ure 6.3. For clarity of presentation, each alignment link b = (i, j) in the lattice is

shown as an ordered pair x j : y i where x = ej and y = fi are the English and

French words on the link. For each sentence, we also computed the lattice path

with the highest probability P (B|f, e). This gives the Maximum Likelihood (ML)

alignment under the IBM-3 model.
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Figure 6.3: A heavily pruned IBM-3 alignment lattice for the English-French sentence
pair: E=it is quite understandable . F=ce est tout a fait comprehensible . Each
transition in this lattice has the format x j : y i where x = ej and y = fi; the link
(i, j) indicates that English word ej is aligned to the French word fi.
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6.3.2 MBR Alignments

In the previous sections we introduced a total of six loss functions: LPE, LRE,

LAE, LPTSD, LPOSD and LAWCD. Using either Equation 6.16, 6.17, 6.15, or 6.19,

an MBR decoder can be constructed for each. These decoders are called MBR-PE,

MBR-RE, MBR-AE, MBR-PTSD, MBR-POSD, and MBR-AWCD, respectively.

In our experiments, we use Collins parser [16] to obtain parse trees for the English

side of the test corpus. Ratnaparkhi’s POS tagger [88] is used to obtain POS tags

for each word in the English sentence. We obtain word clusters for English words

using a statistical learning procedure [42] where the total number of word classes is

restricted to be 100.

6.3.3 Evaluation Metrics

The performance of the MBR decoders is measured with respect to the alignments

provided by human experts [82]. The first set of evaluation metrics used are Align-

ment Precision, Alignment Recall and Alignment Error Rate. We also evaluate each

decoder under the Generalized Alignment Error Rates (GAER).

GAER(B,B′) =
LGAE(B,B′)

|B|+ |B′|
. (6.25)

There are six variants of GAER. These arise when LGAE is specified by LPTSD, LPOSD

or LAWCD. There are two versions of each of these: one version is sensitive only to

sure (S) links. The other version considers all (A) links in the reference alignment.

We therefore have the following six Generalized Alignment Error Rates: PTSD-S,

POSD-S, AWCD-S, and PTSD-A, POSD-A, AWCD-A. We say we have a matched

condition when the same loss function is used in both the error rate and the decoder

design.

6.3.4 MBR decoders over IBM-3 lattices

We first report the performance of MBR decoders over alignment lattices gener-

ated by IBM-3 models. We train the IBM-3 models on 48,739 sentence-pairs from
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the French-English Hansards (Section 4.2) using the GIZA++ toolkit. Our test data

consists of 207 unseen French-English sentence pairs from the Hansards corpus. These

form a subset of the 500 sentences for which reference word alignments are available

(Section 4.2). These sentence pairs have at most 16 words in the French sentence; this

restriction on the sentence length is necessary to control the memory requirements of

the IBM-3 composition.

We report two sets of experiments. In the first set, MBR alignments are obtained

under Precision Error, Recall Error, and Alignment Error Loss Functions (Table 6.1).

Decoder Alignment Performance (%)
Precision Recall AER

ML (IBM3) 78.9 86.6 18.1
MBR
PE 90.7 66.9 21.3
RE 74.4 87.9 20.9
AE 87.6 81.9 14.9

Table 6.1: Performance (%) of MBR decoders over IBM-3 alignment lattices. We
measure the quality of the ML alignments and the MBR alignments under Precision
Error (PE), Recall Error (RE), and Alignment Error (AE). Results are shown under
Alignment Precision, Alignment Recall, and Alignment Error Rate metrics. For each
metric the error rate of the matched decoder is in italics.

We next report the performance of the MBR decoders under the Alignment Error

and the Generalized Alignment Error Loss Functions (Table 6.2).

We observe that in none of these experiments (Tables 6.1 and 6.2) is the ML

decoder found to be optimal. In all instances, the MBR decoder tuned for each

loss function is the best performing decoder under the corresponding error rate. In

particular, we note that alignment performance as measured under the AER metric

can be improved by using MBR instead of ML alignment. This demonstrates the value

of finding decoding procedures matched to the performance criterion of interest.

We observe some affinity among the loss functions. In particular, the ML decoder

performs better under the AER than any of the MBR-GAE decoders. This is because

the L0/1 loss, for which the ML decoder is optimal, is closer to the LAE loss than any

of the LGAE loss functions. The NULL symbol is treated quite differently under
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Generalized Alignment Error Rates (%)
Decoder AER PTSD-S POSD-S AWCD-S PTSD-A POSD-A AWCD-A

ML 18.1 3.1 4.4 4.7 29.4 51.4 54.6
(IBM3)
MBR
AE 14.9 1.3 1.9 1.9 19.8 36.4 38.6

PTSD 23.3 0.6 0.7 0.8 14.5 26.8 28.4
POSD 28.6 2.4 0.7 3.2 15.7 26.3 29.5
AWCD 24.7 1.0 1.0 0.9 14.9 26.8 28.4

Table 6.2: Performance (%) of MBR decoders over IBM-3 alignment lattices. We
measure the alignment quality of the ML alignments and the MBR alignments under
Alignment Error (AE) and Generalized Alignment Error using Parse-Trees (PTSD),
Part-of-Speech Tags (POSD), and Automatic Word Classes (AWCD). Results are
shown under Alignment Error Rate (AER) and the Generalized Alignment Error
Rates. For each metric the error rate of the matched decoder is in italics.

LAE and LGAE, and this leads to a large mismatch between the MBR-GAE decoders

and the AER metric. Similarly, the performance of the MBR-POS decoder degrades

significantly under the AWCD-S and AWCD-A metrics. Since there are more word

clusters (100) than POS tags (55), the MBR-POS decoder is incapable of producing

hypotheses that can match the word clusters used in the AWCD metrics.

6.3.5 MBR decoders over TTM lattices

We next present the performance of MBR decoders over word alignment lattices

generated by the Translation Template Model (TTM). We will report performance

on the same test set used in Section 6.3.4. In this case we give results only under the

Precision Error, Recall Error, and the Alignment Error loss functions (Table 6.3).

Under all the three loss functions, MBR alignments performs better (or no worse)

than the ML alignments generated by the TTM. However, the gains from MBR

decoding over TTM lattices are smaller relative to the corresponding gains over IBM-

3 lattices (Table 6.1). To understand this behavior, we measure oracle-best values

of alignment error rate, precision and recall on alignment lattices generated by both

IBM-3 and TTM (Table 6.4). Under each metric, we define the Delta Score as the

difference in alignment performance between the ML alignment and the oracle-best
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Decoder Alignment Performance (%)
Precision Recall AER

ML-TTM 95.1 86.3 8.9
MBR
PE 100.0 1.5 96.9
RE 94.4 86.6 9.0
AE 95.1 86.3 8.8

Table 6.3: Performance (%) of MBR decoders over TTM alignment lattices. We
measure the quality of the ML alignments and the MBR alignments under Precision
Error (PE), Recall Error (RE), and Alignment Error (AE). Results are shown under
Alignment Precision, Alignment Recall, and Alignment Error Rates. For each metric
the error rate of the matched decoder is in bold.

alignment. This gives us the following three Delta Scores: Delta Precision, Delta

Recall, and Delta AER. We observe that the Delta Precision, Delta Recall and Delta

AER values for the IBM-3 lattices are much higher than the corresponding values

for the TTM lattices. This suggests that IBM-3 lattices allow a greater room for

improvement under all alignment metrics. This would explain why we obtain higher

performance improvements from MBR decoding over IBM-3 lattices.

IBM-3 TTM
Oracle-best Precision (%) 98.1 100

Delta Precision (%) 11.8 4.9
Oracle-best Recall (%) 97.3 88.9

Delta Recall (%) 10.7 2.6
Oracle-best AER (%) 2.1 5.9

Delta AER (%) 16.0 3.0

Table 6.4: Oracle-best Alignment Error Rate, Alignment Precision, and Alignment
Recall on Alignment Lattices generated by the IBM-3 translation model and the
TTM. The difference in alignment performance (Delta scores) between the Oracle-
best hypothesis and the maximum likelihood hypothesis is also shown in each case.

6.4 Discussion

In this chapter we have described how Minimum Bayes-Risk decoding framework

can be used to optimize alignment performance under various loss functions. Loss
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functions can be derived from standard alignment evaluation metrics. We have also

shown the construction of loss functions that incorporate information from varied

analyses such as parse trees, POS tags, and automatically derived word clusters. We

have derived and implemented lattice based MBR decoders under these loss functions.

These decoders rescore the lattices produced by maximum likelihood decoding to

produce the optimal MBR alignments.

We have performed MBR decoding over alignment lattices generated from two

types of statistical translation models. These include a word-for-word translation

model (IBM-3) and a phrase based translation model (TTM). However MBR decoding

is not restricted to these frameworks. It can be applied more broadly using other

MT model architectures that might be selected for reasons of modeling fidelity or

computational efficiency.

We have presented these alignment loss functions to explore how linguistic knowl-

edge might be incorporated into machine translation systems without building de-

tailed statistical models of these linguistic features. However we stress that the

MBR decoding procedures described here do not preclude the construction of com-

plex MT models that incorporate linguistic features. The application of such models,

which could be trained using conventional maximum likelihood estimation techniques,

should still benefit by the application of MBR decoding techniques.

Finally we have presented procedures to compute oracle-best alignments under

the various loss functions. Our experiments show that the gains from MBR decoding

are linked to the difference in performance between the oracle-best alignment and

the Maximum Likelihood alignment. A higher difference is seen to correspond with

a bigger performance improvement via MBR decoding.
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Chapter 7

Minimum Bayes-Risk Decoders for

Translation

In this chapter we present the application of Minimum Bayes-Risk (MBR) de-

coding techniques to the problem of translating texts from one language to another.

Our goal here is to describe how the MBR decoding framework can be used to build

specialized Machine Translation (MT) decoders for each individual translation met-

ric [48].

We will show that MBR decoding can be applied to machine translation in two

scenarios. Given an automatic MT metric, we can design a loss function based on

the metric and use MBR decoding to tune MT performance under the metric. We

also show how MBR decoding can be used to incorporate syntactic structure into

a statistical MT system by building specialized loss functions. These loss functions

can use information from word strings, word-to-word alignments and parse-trees of

the target sentence and its translation. In particular we describe the design of a

Bilingual Tree Loss Function that can explicitly use syntactic structure for measuring

translation quality. MBR decoding under this loss function allows us to integrate

syntactic knowledge into a statistical MT system without building detailed models of

linguistic features, and retraining the system from scratch.

We first present a hierarchy of loss functions for translation based on different

levels of lexical and syntactic information from target and source language sentences
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(Section 7.1). This hierarchy includes the loss functions useful in both situations

where we intend to apply MBR decoding. We then present the formulation of MBR

decoders for statistical machine translation under the various translation loss func-

tions (Section 7.2). We report the performance of MBR decoders optimized for each

loss function in Section 7.3. We end with a discussion in Section 7.4.

7.1 Translation Loss Functions

We here introduce translation loss functions to measure the quality of automati-

cally generated translations. Suppose we have a sentence F in a target language for

which we have generated an automatic translation E ′ with word-to-word alignment

B′ relative to F . The word-to-word alignment B′ specifies the words in the target

sentence F that are aligned to each word in the translation E ′. We wish to com-

pare this automatic translation with a reference translation E that has word-to-word

alignment B relative to F .

We will now present a three-tier hierarchy of translation loss functions of the form

L((E,B), (E ′, B′);F ) that measure (E ′, B′) against (E,B). These loss functions will

make use of different levels of information from word strings, MT alignments and

syntactic structure from parse-trees of both the source and target strings as illustrated

in the following table.

Loss Function Functional Form
Lexical L(E,E ′)

Source Language Parse-Tree L(TE, TE′)
Bilingual Parse-Tree L((TE, B), (TE′ , B′);TF )

We start with an example of two competing English translations for a Chinese

sentence (shown in Pinyin without tones), with their word-to-word alignments in

Figure 7.1. The reference translation for the Chinese sentence with its word-to-word

alignment is shown in Figure 7.2. In this section, we will show the computation of

different loss functions for this example.
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E 2

2A

1 A

the first two months of this year guangdong ’s high−tech products 3.76 billion US dollars

jin−nian qian liangyue guangdong gao xinjishu chanpin chukou sanqidianliuyi meiyuan

the first two months of this year guangdong exported high−tech products 3.76 billion US dollars

F

1E

Figure 7.1: Two competing English translations for a Chinese sentence with their
word-to-word alignments.

A

E export of high−tech products in guangdong in first two months this year reached 3.76 billion US dollars

jin−nian qian liangyue guangdong gao xinjishu chanpin chukou sanqidianliuyi meiyuanF

Figure 7.2: The reference translation for the Chinese sentence from Figure 7.1 with
its word-to-word alignments. Words in the Chinese (English) sentence shown as
unaligned are aligned to the NULL word in the English (Chinese) sentence.

7.1.1 Lexical Loss Functions

The first class of loss functions uses no information about word alignments or

parse-trees, so that L((E,B), (E ′, B′);F ) can be reduced to L(E,E ′). We consider

three loss functions in this category: BLEU score [86], word-error rate, and position-

independent word-error rate [79]. Other examples of loss functions in this class are

NIST score [21], and the F-score introduced in Melamed et.al. [67]. A loss function

of this type depends only on information from word strings.

BLEU score [86] (defined in Section 5.2) measures the agreement between a hy-

pothesis translations E ′ and its reference translation E by computing the geometric

mean of the precision of their common n-grams (n ∈ {1..N}). The score also includes

a ’Brevity Penalty’ that is applied if the hypothesis is shorter than the reference. The

BLEU score is non-zero if and only if all the N n-gram precisions are non-zero for

that sentence pair. We note that 0 ≤ BLEU(E,E ′) ≤ 1. We derive a loss function

from BLEU score as

LBLEU(E,E ′) = 1−BLEU(E,E ′).
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Word Error Rate (WER) is the ratio of the string-edit distance between the reference

and the hypothesis word strings to the number of words in the reference. String-edit

distance is measured as the minimum number of edit operations needed to transform

a word string to the other word string.

Position-independent Word Error Rate (PER) measures the minimum number of edit

operations needed to transform a word string to any permutation of the other word

string. The PER score [79] is then computed as a ratio of this distance to the number

of words in the reference word string.

7.1.2 Source Language Parse-Tree Loss Functions

The second class of translation loss functions uses information only from the parse-

trees of the two translations (in the source language), so that L((E,B), (E ′, B′);F ) =

L(TE, TE′). This loss function has no access to any information from the target

sentence or the word alignments.

Examples of such loss functions are tree-edit distances between parse-trees, string-

edit distances between event representation of parse-trees [93], and tree-kernels [15].

The computation of tree-edit distance involves an unconstrained alignment of the two

English parse-trees. We can simplify this problem once we have a third parse tree

(for the Chinese sentence) with node-to-node alignment relative to the two English

trees. We will introduce such a loss function in the next section. We do not perform

experiments involving this class of loss functions, but mention them for completeness

in the hierarchy of loss functions.

7.1.3 Bilingual Parse-Tree Loss Functions

The third class of loss functions uses information from word strings, alignments

and parse-trees in both languages, and can be described by

L((E,B), (E ′, B′);F ) = L((TE, B), (TE′ , B′);TF ).

We will now describe one such loss function using the example in Figures 7.1 and

7.2. Figure 7.3 shows a tree-to-tree mapping between the target (Chinese) parse-tree
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and parse-trees of its reference translation and two competing hypothesis (English)

translations.

We assume that a node n in the target tree TF can be mapped to a node m in

T (and a node m′ in T ′) using word alignment B (and B′ respectively). We denote

the subtree of T rooted at node m by tm and the subtree of T ′ rooted at node m′ by

t′m′ . We will now describe a simple procedure that makes use of the word alignment

B to construct node-to-node alignment between nodes in the target tree TF and the

source tree T .

Alignment of Parse-Trees

For each node n in the target tree TF we consider the subtree tn rooted at n.

We first read off the target word sequence corresponding to the leaves of tn. We

next consider the subset of words in the source sentence that are aligned to any word

in this target word sequence, and select the leftmost and rightmost words from this

subset. We locate the leaf nodes corresponding to these two words in the source parse

tree T , and obtain their closest common ancestor node m ∈ T . This procedure gives

us a mapping from a node n ∈ TF to a node m ∈ T and this mapping associates one

subtree tn ∈ TF to one subtree tm ∈ T .

We note that the above procedure was used in JHU 2003 summer workshop group

on Syntax for Statistical Machine Translation [81] to obtain alignments between parse-

trees of Chinese sentences and parse trees of their English translations.

Loss Computation between Aligned Parse-Trees

Given the subtree alignment between TF and T , and TF and T ′, we first identify

the subset of nodes in TF for which we can identify corresponding nodes in both T

and T ′.

N̄F = {n ∈ TF : m 6= ε ∩m′ 6= ε}.

The Bilingual Parse-Tree (BiTree) Loss Function is then computed as

BiTreeLoss((TE , B), (TE′ , B′);TF ) =
∑

n∈N̄F

d(tm, t′m′), (7.1)
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T2 : English Translation 2

Figure 7.3: An example showing a parse-tree for a Chinese sentence and parse-trees
for its reference translation and two competing hypothesis translations. We also show
the alignment between one of the nodes in the Chinese tree with corresponding nodes
in the three English trees. The complete node-to-node alignment between the Chinese
parse tree and the three English trees is given in Table 7.1.
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Target Reference Hypothesis 1 Hypothesis 2
Node Node Node L(tm, tm1) Node L(tm, t

′
m2

)
n ∈ TF m ∈ T m1 ∈ T1 - m2 ∈ T2

VP1 S NP1 1 S 1
LCP NP6 NP1 1 NP1 1
NP1 NP8 NP3 1 NP3 1
NT1 NP8 NP3 1 NP3 1

jin-nian NP8 NP3 1 NP3 1
LC1 first NP2 1 NP1 1
qian first NP2 1 NP1 1
VP2 S NP1 1 S 1
VV NP7 NP2 1 NP2 1

liangyue NP7 NP2 1 NP2 1
NP2 S NP1 1 S 1
NP3 Guangdong NP4 1 Guangdong 0
NR2 Guangdong NP4 1 Guangdong 0

guangdong Guangdong NP4 1 Guangdong 0
ADJP1 reached high-tech 1 high-tech 1

JJ1 reached high-tech 1 high-tech 1
gao reached high-tech 1 high-tech 1
NP3 NP1 NP3 1 VP1 1
NN2 products products 0 products 0

chanpin products products 0 products 0
NN3 export products 1 exported 1

chukou export products 1 exported 1
QP1 NP9 NP1 1 NP5 0
CLP1 NP9 NP1 1 NP5 0
M1 NP9 NP1 1 NP5 0

meiyuan NP9 NP1 1 NP5 0
BiTree Loss Loss(E,E1) 24 Loss(E,E2) 17

BiTree 24/26 17/26
Error Rate = 92.3 = 65.4

Table 7.1: Bi-Tree Loss Computation for the parse-trees shown in Figure 7.3. Each
row shows a mapping between a node in the parse-tree of the Chinese sentence and
the nodes in parse-trees of its reference translation and two hypothesis translations.
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where d(t, t′) is a distance measure between sub-trees t and t′. Specific Bi-tree loss

functions are determined through particular choices of d. In our experiments, we used

a 0/1 loss function between sub-trees t and t′.

d(t, t′) =

{
1 t 6= t′

0 otherwise.
(7.2)

We note that other tree-to-tree distance measures can also be used to compute d,

e.g. the distance function could compare if the subtrees t and t′ have the same

headword/non-terminal tag.

The Bitree loss function measures the distance between two trees in terms of

distances between their corresponding subtrees. In this way, we replace the string-

to-string (Levenshtein) alignments (for WER) or n-gram matches (for BLEU/PER)

with subtree-to-subtree alignments.

The Bitree Error Rate (in %) is computed as a ratio of the Bi-tree Loss function

to the number of nodes in the set N̄F .

The complete node-to-node alignment between the parse-tree of the target (Chi-

nese) sentence and the parse trees of its reference translation and the two hypothesis

translations (English) is given in Table 7.1. Each row in this table shows the align-

ment between a node in the Chinese parse-tree and nodes in the reference and the two

hypothesis parse-trees. The computation of the Bitree Loss function and the Bitree

Error Rate is presented in the last two rows of the table.

7.1.4 Comparison of Loss Functions

In Table 7.2 we compare various translation loss functions for the example from

Figure 7.1. The two hypothesis translations are very similar at the word level and

therefore the BLEU score, PER and the WER are identical. However we observe that

the sentences differ substantially in their syntactic structure (as seen from Parse-Trees

in Figure 7.3), and to a lesser extent in their word-to-word alignments (Figure 7.1) to

the target sentence. The first hypothesis translation does not have a main verb and

is parsed as a noun phrase while the second translation has a main verb (exported)

and is parsed as a sentence S → NP V P . The Bitree loss function which depends
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Metric Loss Functions L(E,E1) L(E,E2)
BLEU BLEU Loss (%) 73.6 73.6
WER String edit distance 12 12
PER Position Independent 4 4

string edit distance
BiTree Error Rate BiTree Loss 24 17

Table 7.2: Comparison of the different loss functions for hypothesis and reference
translations from Figures 7.1, 7.2.

both on the parse-trees and the word-to-word alignments, is therefore very different

for the two translations (Table 7.2). While string based metrics such as BLEU, WER

and PER are insensitive to the syntactic structure of the translations, BiTree Loss is

able to measure this aspect of translation quality, and assigns different scores to the

two translations.

We provide this example to show how a loss function which makes use of syntactic

structure from target and source parse trees, can capture properties of translations

that string based loss functions are unable to measure.

7.2 Minimum Bayes-Risk Decoding

We here describe the formulation of Minimum Bayes-Risk (MBR) decoders for

statistical machine translation and derive MBR rescoring procedures under the loss

functions of Section 7.1.

Statistical Machine Translation can be described as a classification problem in

which a sentence F in a target language is mapped to a sentence E ′ in the source

language with word alignment B′ relative to F . Given a translation loss function L

and the true distribution P (E,B, F ) over alignments and translations, the classifier

performance can be measured under the posterior risk EP (E,B|F )[L((E,B), δ(F ))].

The classifier that minimizes the posterior risk is the Minimum Bayes-Risk decision

rule (Equation 1.1)

δ(F ) = argmin
E′,B′

∑
E,B

L((E,B), (E ′, B′);F )P (E,B|F ). (7.3)
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In the above decoder, we do not have access to the true distribution over transla-

tions. We therefore use a statistical translation model to approximate the distribution

P (E,B|F ). In addition, we consider the space of translations to be an N -best list

of translation alternatives generated under the baseline translation model. We now

describe the implementation of the MBR decoder as a rescoring procedure over an

N-best list of translations.

Decoder Implementation The MBR decoder (Equation 7.3) on the N -best List

is implemented as

î = argmin
i∈{1,2,...,N}

N∑
j=1

L((Ej , Bj), (Ei, Bi))P (Ej , Bj |F ),

and δ(F ) = (Eî, Bî). This is a rescoring procedure that searches for consensus under a

given loss function. The posterior probability of each hypothesis in the N -best list is

derived from the joint probability assigned by the baseline translation model.

P ((Ej, Bj)|F ) =
P (Ej, Bj, F )∑N
i=1 P (Ei, Bi, F )

. (7.4)

7.3 Performance of MBR Translations

We now report the performance of MBR decoders. Our experiments are performed

on the Large Data Track of the 2001 and 2002 NIST Chinese-to-English MT task [78].

In our MBR decoding experiments, we consider two different translation models for

generating N-best lists of translation hypotheses. The first of these models is the

Alignment Template Translation Model developed by Och and Ney [81, 79] that served

as the baseline model in the JHU 2003 Summer Workshop (WS ’03) Research Group

on Syntax for Statistical Machine Translation. The second model is the Translation

Template Model described in Chapter 3.

7.3.1 Evaluation Metrics

The performance of the baseline and the MBR decoders under the different loss

functions is measured with respect to the four reference translations provided for the
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test set. Four evaluation metrics are used. These are multi-reference Word Error Rate

(mWER) [79], multi-reference Position-independent word Error Rate (mPER) [79] ,

BLEU and multi-reference BiTree Error Rate.

Among these evaluation metrics, the BLEU score directly takes into account mul-

tiple reference translations [86]. In case of the other metrics, we consider multiple

references in the following way. For each sentence, we compute the error rate of the

hypothesis translation with respect to the most similar reference translation under

the corresponding loss function.

7.3.2 MBR decoders over WS’03 N-best lists

We first report the performance of MBR decoders over N-best lists generated

for the JHU 2003 Summer Workshop [81]. These N-best lists are generated by the

Alignment Template Translation model [81] trained on a Chinese-English parallel

corpus [78] (170M English words and 157M Chinese words). 1000-best translation

hypotheses are obtained for each Chinese sentence in the test set, and then rescored

using the different translation loss functions described in Section 7.1.

We report results on a test set that has a total of 1791 sentences, consisting of 993

sentences from the NIST 2001 MT-eval set and 878 sentences from the NIST 2002

MT-eval set.

The English sentences in the N-best lists are parsed using the Collins parser [16],

and the Chinese sentences are parsed using a Chinese parser provided to us by D.

Bikel [8]. The English parser is trained on the Penn Treebank and the Chinese parser

on the Penn Chinese treebank.

Under each loss function, the MBR decoding is performed using Equation 7.3.

We say we have a matched condition when the same loss function is used in both

the error rate and the decoder design. The performance of the MBR decoders on the

NIST 2001+2002 test set is reported in Table 7.3.
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Performance Metrics
Decoder BLEU (%) mWER(%) mPER (%) mBiTree Error Rate(%)

MAP(baseline) 31.2 64.9 41.3 69.0
MBR
BLEU 31.5 65.1 41.1 68.9
WER 31.3 64.3 40.8 68.5
PER 31.3 64.6 40.4 68.6

BiTree Loss 30.7 64.1 41.1 68.0

Table 7.3: Translation performance of the MBR decoders on WS’03 N-best lists.
We measure performance of the MAP decoder and the MBR decoders under BLEU,
WER, PER, and BiTree loss functions. Results are reported on the NIST 2001+2002
Test set. For each metric, the performance under a matched condition is shown in
italics. Note that better results correspond to higher BLEU scores and to lower error
rates.

Performance Metrics
Decoder BLEU (%) mWER(%) mPER (%)

MAP(baseline) 28.5 63.9 41.8
MBR
BLEU 28.8 63.9 41.6
WER 28.8 63.3 41.3
PER 29.0 63.5 41.0

Table 7.4: Translation performance of the MBR decoders on TTM N-best lists. We
measure the performance of the MAP decoder and the MBR decoders under BLEU,
WER, and PER loss functions. Results are reported on the NIST 2002 Test set. For
each metric, the performance under a matched condition is shown in italics. Note
that better results correspond to higher BLEU scores and to lower error rates.

7.3.3 MBR decoders over TTM N-best lists

We next report the performance of MBR decoders on 1000-best lists generated by

the Translation Template Model (Chapter 3). The TTM is trained on Chinese-English

bitext (207.4M English words and 175.7M Chinese words) as part of the JHU 2004

system for the NIST 2004 Large Data Chinese-English MT task (See Section 5.3).

We report results on the NIST 2002 Chinese-English test sets consisting of 878

sentences. In this set of experiments, we report performance only under the BLEU,

WER and the PER loss functions (Table 7.4).
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7.3.4 Discussion

From Tables 7.3 and 7.4, we observe in most cases that the MBR decoder under

a loss function performs the best under the corresponding error metric i.e. matched

conditions perform the best. We note that the MAP decoder is not optimal in any of

the cases. In particular, the translation performance under the BLEU metric can be

improved by using MBR relative to MAP decoding. This shows the value of finding

decoding procedures matched to the performance criterion of interest.

We also notice some affinity among the loss functions. The MBR decoding under

the Bitree Loss function performs better under the WER relative to the MAP decoder,

but perform poorly under the BLEU metric. The MBR decoder under WER and PER

perform better than the MAP decoder under all error metrics.

7.4 Discussion

We have described the formulation of Minimum Bayes-Risk decoders for machine

translation. We have focused on two situations where this framework could be applied.

Given an MT evaluation metric of interest such as BLEU, PER or WER, we can

use this metric as a loss function within the MBR framework to design decoders

optimized for the evaluation criterion. In particular, the MBR decoding under the

BLEU loss function can yield further improvements on top of MAP decoding.

Suppose we are interested in improving syntactic structure of automatic transla-

tions and would like to use an existing statistical MT system that is trained without

any linguistic features. We have shown in such a situation how MBR decoding can

be applied to the MT system. This can be done by the design of translation loss

functions from varied linguistic analyzes. We have shown the construction of a Bitree

loss function to compare parse-trees of any two translations using alignments with

respect to a parse-tree for the source sentence. The loss function therefore avoids the

problem of unconstrained tree-to-tree alignment. Using an example, we have shown

that this loss function can measure qualities of translation that string (and ngram)

based metrics cannot capture. The MBR decoder under this loss function gives im-
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provements in performance relative to this criterion but degrades performance under

the BLEU metric. However it might be possible to construct other syntax based loss

functions that yield performance improvements under the BLEU metric within the

MBR framework.

We present results under the Bitree loss function as an example of incorporating

linguistic information into a loss function; we have not yet measured its correlation

with human assessments of translation quality. This loss function allows us to inte-

grate syntactic structure into the statistical MT framework without building detailed

models of syntactic features and retraining models from scratch. However we empha-

size that the MBR techniques do not preclude the construction of complex models

of syntactic structure. Translation models that have been trained with linguistic

features could still benefit by the application of MBR decoding procedures.

We now contrast the MBR decoding procedure to the Minimum Error Training

technique developed by Och [80]. These techniques are similar in that they incorpo-

rate the evaluation criterion (BLEU), but the Minimum Error Training technique of

Och focuses on discriminative parameter estimation while MBR is a decoding pro-

cedure. Och’s training technique assumes that the posterior probability over trans-

lations can be modeled using a log-linear model. This procedure estimates the pa-

rameters of the log-linear model so as to optimize a desired evaluation criterion on a

development set. Translation of unseen test data is then performed under the MAP

decoding criterion using the models estimated in training. By contrast, MBR decod-

ing does not assume any underlying form of the statistical model. The MBR approach

attempts to improve translation performance by matching the decoding criterion to

the error criterion. Therefore the two approaches are complementary, and MBR de-

coding can be performed using models trained under the Minimum Error Training

criterion (See [81]).

That machine translation evaluation continues to be an active area of research is

evident from recent workshops [5]. We expect new automatic MT evaluation metrics

to emerge frequently in the future. Given any translation metric, the MBR decoding

framework will allow us to optimize existing MT systems for the new criterion. This is

intended to compensate for any mismatch between decoding strategy of MT systems
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and their evaluation criteria. While we have focused on developing MBR procedures

for loss functions that measure various aspects of translation quality, this framework

can also be used with loss functions which measure MT application-specific error

criteria.
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Part IV

Future Work and Conclusions
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Chapter 8

Future Work

In this chapter we present some potential continuations of the work described in

this dissertation.

8.1 Minimum Bayes-Risk Speech Recognition

In Chapter 2 we described a lattice-to-string alignment procedure that identifies

node sets that can be used to segment the lattice. We then introduced Periodic Lat-

tice Cutting as a cut set selection procedure that finds a balance between segmental

MBR search errors and and errors due to poor approximation of the Levenshtein loss

function. In this case it might be useful to investigate alternate approaches for choos-

ing cut sets. Rather than selecting cut sets at equal intervals (as is done in Periodic

Lattice Cutting), we might wish to employ other selection criteria that attempt to

improve segmental MBR decoding. A possible criterion would be to minimize the

overall increase in the expected risk via lattice segmentation. Other criteria could

be based on measurements over segmented lattices such as lattice density, confidence

measures, etc.

A second research direction is the extension of lattice-based MBR recognizers [33]

to allow two separate lattices to form the hypothesis and evidence spaces. This

extension would allow us to perform MBR search over a new lattice that contains

more hypotheses relative to the original lattice, but is unweighted. An example
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of such a lattice is the Word Transition Network (Section 2.3) that contains many

more hypotheses relative to the N-best list from which it is created. By considering

more hypotheses during search, we might obtain greater performance improvements

through MBR decoding.

8.2 Translation Template Model

We next describe various possible extensions to the Translation Template Model

(TTM).

Parameterized Phrase Transduction Models Inside the TTM generative pro-

cess (Figure 3.2), source language phrases are mapped to target language phrases

under the phrase transduction model (Section 3.4.5). In our experiments, the phrase

transduction probabilities are estimated by the relative frequencies of phrase-pairs in

the bitext word alignments. However, this estimate might be unreliable when the

bitext is small or if the word alignments are noisy. In these cases a parameterized

model, trained on phrase-pairs, could provide a better estimate of the phrase trans-

duction probabilities. Parameterized phrase transduction models can be derived from

bitext alignment models in the MT literature such as the IBM-1 [10], IBM-2 [10], or

the HMM [102]. However, these models were originally proposed to describe the

sentence-level translation process; therefore they might not be accurate enough to

model phrase transductions. An interesting direction is the development of novel

phrase transduction models that can result in better translation under the TTM.

Induction of Phrase-Pairs The TTM relies on an inventory of target language

phrases and their translations in the source language. In our experiments (Chap-

ters 4 and 5), we construct the phrase-pair inventory using the extraction procedure

described in Section 3.3 [79]. This procedure obtains word alignments of the bitext

training set under the IBM-4 translation models, and then extracts phrase-pairs from

these alignments using a set of heuristics. The performance of the TTM is therefore

very sensitive to the word alignment quality of IBM-4 models (Sections 4.3.3 and
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5.2.3).

An alternate approach would be to induce phrase-pairs directly under the TTM

without relying on word alignments from any underlying translation model. This

approach would exploit the ability of TTM to perform bitext word alignment (Sec-

tion 4.1). We now sketch the steps involved in this approach.

For each sentence pair, we first enumerate all source-target phrase pairs such that

both the source phrase and the target phrase satisfy a maximum length requirement.

This defines our initial phrase-pair inventory (PPI). Each iteration of the procedure

can be described as follows.

1. Estimate a parameterized phrase transduction model over the current PPI.

2. Under the current PPI and phrase transduction model, use the TTM to obtain

MAP word alignments over the training bitext.

3. Collect phrase-pairs from the MAP word alignments to obtain a new phrase-pair

inventory.

The approach attempts to simultaneously improve word alignment quality and in-

duce phrase-pair inventories. However, a possible drawback of this approach is the

lower word alignment performance of TTM relative to the IBM-4 translation model

(Section 4.3).

Context Modeling Under the Phrase Transduction Model (Section 3.4.5), source

phrases are mapped to target phrases independent of their phrase context. A direction

for future research is to introduce phrase-level context dependency in the phrase

transduction model. Moving from context independent to context dependent models

will lead to an explosion in the number of model parameters; we would therefore

need to tie these parameters. A possible approach is to start with a parameterized

phrase transduction model, and then make the parameters of this model depend on

the left and right contexts of the phrase in question. The phrase contexts can then be

clustered under a likelihood based criterion analogous to approaches used for triphone

clustering in automatic speech recognition [108].
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8.3 Minimum Bayes-Risk Decoders for Machine

Translation

Chapter 7 discussed the implementation of MBR decoders for machine translation

via rescoring of N-best translation hypotheses. A direction for future research here is

the extension of the search space of MBR decoders to translation lattices produced

by MT systems. While an N -best list contains only a limited re-ordering of hypothe-

ses, a translation lattice contains more hypotheses with a vastly greater number of

re-orderings. MBR decoding over lattices would require efficient lattice search proce-

dures. By extending the search space of the decoder to a much larger space than the

N -best list, we can expect further performance improvements in the MBR translation

framework.
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Chapter 9

Conclusions

This thesis has investigated the application of Minimum Bayes-Risk (MBR) classi-

fication techniques to three different problems in Automatic Speech Recognition and

Statistical Machine Translation.

Chapter 1 reviewed the formulation of MBR decoders in automatic speech recog-

nition. These decoders can become computationally intractable especially in large

vocabulary speech recognition tasks. Chapter 2 presented the segmental MBR frame-

work which simplifies the implementation of MBR decoders. The framework trans-

forms the utterance level MBR recognition problem into a sequence of smaller, inde-

pendent MBR recognizers that are easier to solve than the original problem. This is

achieved by a lattice cutting strategy that segments a recognition word lattice into a

sequence of smaller sub-lattices. Lattice cutting, in conjunction with MBR decoding,

gives us consistent gains as a final stage of a large vocabulary speech recognition

evaluation system. We also showed how segmental MBR framework can be used to

describe and enhance ASR system combination procedures. Segmental MBR decod-

ing provides a powerful framework for the development and description of novel ASR

decoding strategies.

We next discussed the application of MBR procedures in statistical machine trans-

lation. A prerequisite for MBR decoding is the availability of statistical translation

models for generating word alignment and translation hypotheses. Chapter 3 pre-

sented a weighted finite state transducer Translation Template Model (TTM) that
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can generate N-best lists and lattices of word alignment and translation alternatives.

Chapters 4 and 5 then discussed the word alignment and translation performance

of this model. The TTM offers a simple and unified framework for bitext word

alignment and translation. The simplicity of the model has allowed us to perform a

detailed investigation of the several factors that influence the alignment and transla-

tion performance of the model. In the NIST 2004 international MT evaluation, the

TTM Chinese-to-English system obtained a very competitive performance rivaling

contemporary MT systems (Section 5.3).

Chapters 6 and 7 finally presented the formulation of MBR decoders for bitext

word alignment and translation. In each case we showed the construction of loss

functions either from standard evaluation metrics or from linguistic analyzes such as

parse-trees and part-of-speech tags. In both word alignment and translation, MBR

decoding yields consistent gains relative to Maximum A Posteriori (MAP) decoding.

We conclude that Minimum Bayes-Risk decoding is a promising framework for

statistical modeling of speech and language. It embodies the philosophy that auto-

matic systems should be constructed to incorporate the error criterion in decoding.

This can allow us to compensate the mismatch between decoding criteria of systems

and their error criteria. These criteria could come from evaluation metrics or from

other desiderata (such as syntactic well-formedness) that we wish to see in outputs

of automatic systems.

9.1 Highlights of Thesis Contributions

We here outline the three main research contributions of this dissertation.

Risk Based Lattice Segmentation Our first contribution is the development

of a risk-based lattice segmentation procedure for Segmental Minimum Bayes-Risk

speech recognition. The procedure allows us to segment a large word lattice into

a sequence of smaller sub-lattices. The core of this procedure is a lattice-to-string

alignment technique that produces a simultaneous Levenshtein alignment of all word

strings in a lattice against any given word string. We utilize this technique to ob-
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tain an alignment between the recognition lattice and the MAP hypothesis, and then

use this alignment to identify candidate node sets for lattice cutting. Segmenting a

lattice along fewer node sets results in better approximation to the Levenshtein loss

function; we therefore develop a Periodic Lattice Cutting scheme to select a subset

of the candidate node sets. By selecting node sets at equal intervals along the MAP

word string, this procedure attempts to balance the errors in loss approximation with

the search errors in MBR decoding. We have shown that SMBR decoding over lat-

tice segments yields performance improvements over MBR decoding on unsegmented

lattices. Lattice segmentation also allows us to perform SMBR decoding over lattices

produced by multiple ASR systems. While our lattice segmentation procedure was

originally motivated by the need to simplify MBR decoding, it has also formed the

basis for novel estimation and classification procedures in automatic speech recogni-

tion [24, 25, 23, 22, 100, 99].

Translation Template Model Our second contribution is the formulation and

implementation of a Weighted Finite State Transducer (WFST) Translation Tem-

plate Model (TTM) for statistical machine translation. The TTM is a generative,

source-channel model of phrase-based translation and it defines a series of stochastic

transformations by which a French sentence is generated from an English sentence.

Each of these stochastic transformations is formulated so that it can be implemented

as a WFST. This approach allows the stochastic transformations to come together to

define a complete probability distribution over French-English sentence pairs. Fur-

thermore, translation and bitext word alignment can be realized almost immediately

by standard algorithms to merge the component transducers into an overall process-

ing system. This avoids the necessity to develop specialized search procedures (such

as A∗ decoding or beam search strategies) for performing word alignment and trans-

lation under the model. The framework also facilitates generation of alignment and

translation lattices without any extra effort in implementation.

The TTM is the first phrase-based translation model to be used for bitext word

alignment. The ability to do this is crucial to implement iterative parameter estima-

tion procedures such as Expectation Maximization (EM) for this model.
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We have used the TTM in constructing a Chinese-to-English translation system

from large training bitexts for the NIST 2004 evaluation; this system ranked among

the very top performing MT systems in this blind international evaluation.

Minimum Bayes-Risk Procedures for Word Alignment and Translation

Our final contribution is the development of Minimum Bayes-Risk decoding proce-

dures for bitext word alignment and translation. In both cases we have presented

loss functions for comparing automatic word alignments and translations relative to

references created by human translators. We have described the construction of loss

functions either from standard evaluation criteria or from linguistic analyzes of sen-

tences via parse-trees and part-of-speech tags. For bitext word alignment we have

derived closed form solutions to MBR decoders on alignment lattices; this is done for

two classes of loss functions. For translation we have implemented MBR decoders

via rescoring of N-best lists under various loss functions. We have shown that the

MBR framework can be used to build specialized MT decoders under each individual

alignment and translation loss function.



169

Part V
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Appendix A

IBM-3 and IBM-4 translation

models

In this appendix we briefly review the IBM translation models 3 and 4 [10, 43].

Each of these models is a generative model of the translation process that specifies a

method to compute the conditional probability P (F = f |E = e) for pairs of trans-

lations (e, f) in the source and target languages. In both models a source sentence

e can produce the same target sentence f in several ways; each way is covered by a

word alignment A = a and assigned the probability P (F = f, A = a|E = e). In the

IBM models, the alignment A is restricted such that each target word is connected

to at most one source word. The set of source words that generates a target word is

referred to as a cept ; therefore each cept in the IBM-style alignment consists of either

a single source word or is empty.

If the source string e = el
1 = e1e2...el has l words and the target string f = fm

1 =

f1f2...fm has m words, then the alignment a is represented by the m length sequence

a = a1a2...am, where ai indicates the position of the source word to which ith target

word is aligned. Therefore if ai = j the target word fi is aligned to source word ej.

If a target word fi is not aligned to any source word, it is aligned to the NULL word

e0 so that ai = 0.
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The probability P (f |e) can be obtained in terms of the distribution P (f, a|e):

P (f |e) =
∑

a

P (f, a|e), (A.1)

where a ranges over all possible alignments of (e, f).

The generative process underlying the IBM-3 and IBM-4 translation models trans-

forms the source sentence e = el
1 into the target sentence f = fm

1 , and can be described

as follows. For each source word ei, we first choose a fertility Φei
that decides how

many target words are connected to it. We next decide the list of target words Ti

connected to ei; the kth word in Ti is denoted Tik. We refer to Ti as a tablet and the

collection of tablets T1T2...Tl is called a tableau. We finally permute the target words

in the tableau to produce f = fm
1 . The permutation is a random variable Π; the

position in f of the kth word in Ti is given by Πik.

The joint likelihood of a tableau τ and a permutation π is given by

P (τ, π|e) =
l∏

i=1

P (φi|φi−1
1 , e)P (φ0|φl

1, e) (A.2)

×
l∏

i=0

φi∏
k=1

P (τik|τ k−1
i1 , τ i−1

0 , φl
0, e)

×
l∏

i=0

φi∏
k=1

P (πik|πk−1
i1 , πi−1

0 , τ l
0, φ

l
0, e)

×
φ0∏

k=1

P (π0k|πk−1
01 , πl

1, τ
l
0, φ

l
0, e),

where τ k−1
i1 represents the series of values τi1, ..., τik−1; π

k−1
i1 represents the series of

values πi1, ..., πik−1; and φi is a shortcut for φei
. We note that in general several τ , π

pairs may lead to the same pair f, a. We denote the set of such pairs < f, a >. Then

P (f, a|e) =
∑

(τ,π)∈<f,a>

P (τ, π|e). (A.3)

In the next two sections we outline the modeling assumptions underlying IBM

Models 3 and 4. Parameter estimation for these models is discussed in detail in the

original IBM publication [10]; we will not review these procedures here.
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A.1 Model 3

Assumptions

• Fertility Probabilities

– For i ∈ {1, 2..., l}, P (φi|φi−1
1 , e) = n(φi|ei)

– P (φ0|φl
1, e) =

(
φ1 + ...+ φl

φ0

)
p0

φ1+...+φl−φ0p1
φ0 .

• Translation Probabilities

– For i ∈ {1, 2, ..., l}, P (τik|τ k−1
i1 , τ i−1

0 , φl
0, e) = t(τik|ei).

• Distortion Probabilities

– For i ∈ {1, 2, ..., l}, P (πik|πk−1
i1 , πi−1

0 , τ l
0, φ

l
0, e) = d(πik|i,m, l).

– For i = 0 and k ∈ {1, 2, .., φ0}, P (π0k|πk−1
01 , πl

1, τ
l
0, φ

l
0, e) = 1

φ0!
.

Parameters

• t(f |e) is translation probability of target word f given source word e.

• n(φ|e) is the fertility probability of source word e.

• p0, p1 govern the fertility probability for the NULL word e0.

• d(j|i, l,m) is the distortion probability of the jth target word given that it is

connected to the ith source word; l and m are the lengths of the source and the

target sentence.

Joint Probability The joint probability of a target string f and an alignment a

given the source string e is given by:

P (f, a|e) =

(
m− φ0

φ0

)
pm−2φ0

0 pφ0

1

l∏
i=1

φi! n(φi|ei)× (A.4)

m∏
j=1

t(fj|eaj
)

m∏
j=1,aj 6=0

d(j|aj,m, l).
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A.2 Model 4

Assumptions IBM Model 4 differs from Model 3 in its distortion probabilities.

As in Model 3, target words connected to the NULL word are assumed to be

spread uniformly throughout the target string, i.e. for i = 0 and k ∈ {1, 2, .., φ0},
P (π0k|πk−1

01 , πl
1, τ

l
0, φ

l
0, e) = 1

φ0!
.

Distortion probabilities for the target words connected to source words are speci-

fied in the following way. We first recall that an alignment resolves the source string

into cepts. Each cept consists of one or zero source words and accounts for one or

more target words. Among the one-word cepts, there is a natural order corresponding

to the order in which they appear in the source string. Let [i] denote the position in

the source string of the ith one-word cept. We define the center of the cept �i to be

the ceiling of the average value of positions in the target string from its tablet. We

define its head to be that word in its tablet for which the position in the target string

is smallest.

In Model 4 the distortion probabilities d(j|i,m, l) are replaced by two sets of

parameters: one for placing the head of each cept, and one for placing any remaining

words. For [i] > 0 we require that head for cept i be τ[i]1 and we assume that

P (Π[i]1 = j|π[i]−1
1 , τ l

0, φ
l
0, e) = d1(j −�i−1|A(e[i−1]),B(fj)). (A.5)

Here A and B are classes of the source and the target word respectively. j −�i−1 is

called the displacement for the head of cept i.

For placing the kth word of cept i for [i] > 0, k > 1, we assume that

P (Π[i]k = j|πk−1
[i]1 , π

[i]−1
1 , τ l

0, φ
l
0, e) = d>1(j − π[i]k−1|B(fj)). (A.6)

We assume that subsequent words from τ[i] are placed in order, i.e. the second word

from τ[i] must lie to the right of the first word, and so on.

Parameters

• t(f |e) is translation probability of target word f given source word e.
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• n(φ|e) is the fertility probability of source word e.

• p0, p1 govern the fertility probability for the NULL word e0.

• d1(∆j|A,B) is the distortion probability for the first word of a tablet.

• d>1(∆j|B) is the distortion probability for other words of the tablet.

Here ∆j is an integer; A is a source word class and B is a target word class.

Joint Probability The joint probability of a target string f and an alignment a

given the source string e is given by:

P (f, a|e) =

(
m− φ0

φ0

)
pm−2φ0

0 pφ0

1

l∏
i=1

φi! n(φi|ei) (A.7)

×
l∏

i=0

φi∏
k=1

t(τik|ei)
l∏

i=1,φi>0

d1(πi1 −�i−1|A(e[i−1]),B(τi1))

×
l∏

i=1

φ∏
k=2

d>1(πik − πik−1|B(τik)).
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