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Abstract A powerful approach for handling uncertainty in observations is to modify
the statistical model of the data to appropriately reflect this uncertainty. For the task
of noise robust speech recognition, this requires modifying an underlying ”clean”
acoustic model to be representative of speech in a particular target acoustic en-
vironment. This chapter describes the underlying concepts of model-based noise
compensation for robust speech recognition and how it can be applied to standard
systems. The chapter will then consider important practical issues. These include: i)
acoustic environment noise parameter estimation; ii) efficient acoustic model com-
pensation and likelihood calculation; iii) and adaptive training to handle multi-style
training data. The chapter will conclude by discussing the limitations of the current
approaches and research options to address them.

1 Introduction

There are many sources of variability in the speech signal, such as inter-speaker
variability, intra-speaker variability, background noise conditions, channel distor-
tion and reverberant noise (longer term channel distortions). A range of approaches
have been developed to try and reduce the level of variability: some are based on
general linear transformations [38, 18]; others based on a model of how the variabil-
ity impacts the acoustic models or features [37, 17]. This chapter will concentrate
on one particular form of variability, background noise and convolutional distortion.

Handling background noise is still a fundamental issue in speech recognition.
There are often high levels of mismatch between the training conditions of the
acoustic models and test conditions in which they are required to operate. Even
with no mismatch, background noise will impact the system performance. As the
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level of noise increases the speech signal will become masked and the ability of
the acoustic models to discriminate between words will decrease. Techniques for
handling noise should be able to deal with this increase in uncertainty. This chap-
ter examines approaches that handle background-noise and channel distortions by
modifying the parameters of the underlying acoustic models, in this case Hidden
Markov Models (HMMs) [52, 24]. This class of approaches is often referred to as
model-based noise compensation schemes 1.

There is some debate as to whether model-based compensation schemes or
feature-based compensation, where the “clean” speech is estimated, are the the most
appropriate form for noise robust speech recognition. In practice the best scheme de-
pends heavily on the computational resources available, whether the scheme needs
to act causally, and the nature of the parametrisation being used. This chapter will
briefly mention feature-based schemes, and how uncertainty is included. However
as model-based approaches are the more natural approach to handle additional lev-
els of uncertainty associated with noise robust speech recognition, this will be the
focus of the discussion.

The next section will briefly discuss general forms of model adaptation to speak-
ers or environment with a particular emphasis on how adaptation can be used to
handle uncertainty. The impact of noise on speech and the forms of representation
that are often used will then be described. This is followed by a brief discussion of
feature-compensation. Model-based compensation is then described, along with a
discussion of computational efficiency and estimation of all the model parameters.
Finally conclusions are drawn along with possible future directions.

2 General Acoustic Model Adaptation

Given the range of variability (and related uncertainty) associated with speech there
has been significant research devoted to handling this problem. Currently, one of the
most popular approaches is to use linear transformations of the model parameters.
This has been applied for rapid adaptation to speaker or environment changes.

Various configurations of linear transforms have been proposed. Note, the nota-
tion used in this section is consistent with the rest of the chapter. The clean speech
parameters (the canonical model) will be indicated by an x in the subscript, and y

for the corrupted speech (target condition) parameters. Thus the corrupted speech
mean of component m will be indicated as µµµ(m)

y .

1. Maximum Likelihood Linear Regression (MLLR) [38, 23, 18]: one of the ear-
liest and most popular forms of adaptation. Initially only adaptation of the means
was considered [38]. This was extended to adapting the covariance matrices as

1 There has been a large amount of work, and possible variants, for model-based noise compensa-
tion schemes. This chapter is not meant as a complete review of all such schemes. The presentation
is (naturally) biased towards work performed at Cambridge University. However it is hoped that
all sections are covered with appropriate background references.
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well [57, 23, 18]. Here for component m

µµµ(m)
y = A(rm)µµµ(m)

x +b(rm) (1)

ΣΣΣ (m)
y = H(rm)ΣΣΣ (m)

x H(rm) (2)

where rm indicates the regression class to which component m belongs.
2. Constrained MLLR (CMLLR) [11, 18]: here the transformations of the means

and covariance matrices, A(rm) and H(rm), are constrained to be the same, hence
the name CMLLR. Originally used for diagonal transformation of the means
and variances of the acoustic models [11], efficient estimation formulae and full
transforms were investigated in [18].

µµµ(m)
y = H(rm)(µµµ(m)

x −b(rm)) (3)

ΣΣΣ (m)
y = H(rm)ΣΣΣ (m)

x H(rm) (4)

Rather than adapting the model parameters, for full transforms it is more efficient
to implement this as a set of transformations of the features [18]. Thus the ap-
proach is sometimes referred to as Feature MLLR (FMLLR). Now the likelihood
can be expressed as

p(yyyt |m) = |A(rm)|N (A(rm)yyyt +b(rm); µµµ(m)
x ,ΣΣΣ (m)

x ) (5)

where A(rm) =H(rm)-1, yyyt is the corrupted speech observations at time t. This form
of adaptation does not require the model parameters to be modified. For large
vocabulary systems where there may be hundreds of thousands of components
this is a very important attribute.

3. Noisy CMLLR (NCMLLR) [33]: this is an extension to CMLLR that is specifi-
cally aimed at handling situations with additional uncertainty. Here

p(yyyt |m) = |A(rm)|N (A(rm)yyyt +b(rm); µµµ(m)
x ,ΣΣΣ (m)

x +ΣΣΣ (rm)
b ) (6)

Thus NCMLLR may be viewed as a combination of CMLLR with a variance bias
transform [57]. This form of transformation has the same structure as various
noise model-compensation schemes [33].

All of the above approaches involve a transformation of the covariance matrix.
Thus in all cases they can model changes in uncertainty in the target conditions by,
for example, appropriately scaling the variances.

An interesting extension of these adaptation approaches is adaptive training [4].
Here the transforms are used during the training process. Rather than training a
speaker (or noise) independent model-set to be adapted, a “neutral” canonical model
is trained that is suitable for adaptation to each of the target conditions. Adaptive
training schemes have been derived for all the above transforms [4, 18, 33]. For
these adaptive training schemes changing levels of uncertainty in the training data
should be reflected in the the contribution of those frames to the canonical model.
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Frames with high levels of uncertainty should only make a small contribution to the
model updates.

These general adaptation schemes do not rely on explicit models of speaker-
differences or the impact of noise on the clean speech. Instead linear transforms, or
sets of linear transforms, are estimated given adaptation data. Though advantageous
in the sense that these transforms are able to model combinations of differences,
they are only linear, or piecewise linear. Furthermore the number of parameters
for each transform can be large, O(d2) where d is the size of the feature vector,
for full transforms. This makes them impractical for very rapid adaptation, though
modifications to improve robustness are possible [7, 20].

To enable very rapid adaptation some low-dimensional representation of speaker
differences or the impact of noise is needed. For speaker adaptation vocal tract
length normalisation [37] is one such scheme. This requires a single parameter,
the warping factor, to be estimated. The equivalent for noise robustness is the set of
noise models associated with the particular acoustic environment and the mismatch
function for how the noise alters the clean speech.

3 Impact of Noise on Speech

The first stage in any form of feature or model-based compensation scheme is to
specify how the noise alters the clean speech for the parametrisation being used.
In this section it is assumed that a “power-domain” MFCC-based feature vector is
being used.

3.1 Static Parameter Mismatch Function

The standard, simplified model of the impact background additive noise, nnnt , and
convolutional distortion, hhht on the clean xxxt , is [1]

yyyt = Clog
(
exp(C-1(xxxt +hhht)+ exp(C-1nnnt)

)
= fff (xxxt ,hhht ,nnnt) (7)

where yyyt is the corrupted speech observation at time t and C is the DCT. exp() and
log() are element-wise exponential and logarithm respectively. It is simple to see
that when the energy level of the noise is far greater than that of the (convolutionally
distorted) clean speech then yyyt ≈ nnnt . The clean speech is masked by the noise.

Though (7) is the most commonly used form, a range of alternative mismatch
functions, or interaction functions, have also been proposed [17, 36, 10, 41, 21, 39].
These approaches can be split into two categories, domain-based and phase-based
compensation.
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1. Domain-based [17]: this is the simplest form of modified compensation where
the domain of the speech and noise compensation is treated as a tunable param-
eter. Here

yyyt =
1
γ

Clog
(
exp(C-1γ(xxxt +hhht)+ exp(C-1γnnnt)

)
(8)

γ determines the domain n which the clean speech and noise are combined. γ = 1
is the power-domain, γ = 1/2 magnitude domain. Its value can be empirically
tuned for a particular task.

2. Phase-based [10]: domain-based approaches are not motivated from the impact
of noise on speech, they simply give a degree of flexibility enabling the mismatch
function to be optimised. A more precise formulation is derived by taking into
account the phase between the clean speech and noise vectors. Here

yyyt = Clog
(

exp(C-1(xxxt +hhht))+ exp(C-1nnnt)+2ααα t ◦ exp(
C-1

2
(xxxt +hhht +nnnt))

)
(9)

where ααα t is the vector of phase factors (the cosine of the angle between the
speech and the noise) at time instance t and ◦ is element-wise multiplication.
There have been a range of approximations within this framework. In [41] a fixed
value for all elements of the vector ααα was empirically determined. This is the
closest to the domain-based compensation schemes. Indeed the two approaches
can be shown to equate for γ = 1 and γ = 1/2. The optimal value for the AU-
RORA 2 task yielded similar mismatch functions for the two approaches [21].
More precise forms of compensation treat ααα as a random variable [10, 39, 65].
In [39] an analytic expression for the moments of ααα were derived. Rather than
using all the moments of the distribution of ααα , a simpler approach is to assume
that it is Gaussian distributed and use the analysis in [39] to obtain the variance.
However, since the phase factor has a physical interpretation, it should lie in
the range -1 to +1. Thus an extension to this simple Gaussian approximation
was used in [65] to compensate acoustic models using sample-based approaches.
Here the variable is treated as

p(αi) ∝
{

N (αi;0,σ2
α i) α ∈ [−1,+1]

0 otherwise (10)

where σ2
αi is the phase factor variance for element i.

The rest of this chapter will focus on the standard form of mismatch function
given in (7). For some of the alternative mismatch functions model-based compen-
sation has also been examined [41, 21, 39, 65].
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3.2 Dynamic Parameter Mismatch Functions

The discussion so far has only considered the static parameters. The feature vector
used for decoding usually consists of static and dynamic parameters. The standard
form for the dynamic parameters is

∆∆∆yyyt =
∑w

τ=1 τ(yyyt+τ − yyyt−τ)

2∑w
τ=1 τ2 (11)

where w is the window-width used to determine the delta parameters. Similar ex-
pressions are used for the delta-delta parameters, ∆∆∆ 2yyyt . The form of (11) allows the
dynamic parameters to be represented as a linear transform of the static parameters.
This is the approach used in [8, 64]. The observation vector for decoding can be
expressed as  yyyt

∆∆∆yyyt
∆∆∆ 2yyyt

= D

 yyyt+w
...

yyyt−w

 (12)

and D is the linear transform determined from (11). Provided the appropriate corre-
lations in the feature vector are modelled this allows the mismatch functions in the
previous section to be used. Though yielding an accurate form of delta compensa-
tion this form is computationally expensive and requires non-standard clean-speech
model statistics to be estimated. A similar style of formulation has been used for
simple-difference delta and delta-delta parameters [17].

The above scheme is computationally expensive. Thus the most common form
of mismatch function used is the continuous time approximation [25]. Here the fol-
lowing approximation is used

∆∆∆yyyt ≈
∂yyy
∂ t

∣∣∣∣
t
=

∂yyy
∂xxx

∂xxx
∂ t

∣∣∣∣
t
+

∂yyy
∂nnn

∂nnn
∂ t

∣∣∣∣
t
≈ ∂yyy

∂xxx
∆∆∆xxxt +

∂yyy
∂nnn

∆∆∆nnnt (13)

This is the standard form used in, for example, VTS compensation [2]. For simplic-
ity of presentation dynamic parameters are not discussed further in this chapter.

3.3 Corrupted Speech Distributions

Having derived a representation for the impact of noise on the clean speech it is
useful to examine how it alters the form of the clean speech distribution. Under the
mismatch function for the static parameters in (7) and the assumption that both the
clean speech and the additive noise are Gaussian distributed the corrupted speech
distribution will be non-Gaussian. This is illustrated for one dimension in Figure 1.
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(a) Clean Speech (speech mean=0)
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(b) Corrupted Speech (noise mean=-2)

Fig. 1 Clean Speech (a) Corrupted Speech (b) distributions in the Log-Spectral Domain

As well as causing the distribution to be non-Gaussian, the “masking” property of
noise on speech is clear. From Fig. 1 the low-energy speech is completely masked
by the noise. This “masking” property has been used for some noise compensa-
tion approaches [66] and is also exploited in the missing feature noise robustness
schemes [53, 59].

4 Feature Enhancement Approaches

The first forms of noise robustness were based on feature-enhancement approaches.
Originally variants on spectral subtraction [6] were popular. These were then re-
placed by minimum mean square error estimation schemes (MMSE) [49, 9], either
requiring stereo data [49, 48, 9, 3], or using noise model estimates [61]. This sec-
tion will discuss MMSE style enhancement approaches and how uncertainty has
been included into these schemes.

For MMSE-based approaches [49, 9] the estimated clean-speech at time t, x̂xxt , is
given by

x̂xxt = E {xxx|yyyt} (14)

The issue is what form the posterior distribution of the clean speech given the cor-
rupted speech should have. For simplicity this is often assumed to be jointly Gaus-
sian. However given the non-linear nature of the interaction of speech and noise
in (7) a mixture of Gaussians is used to improve performance. Thus for front-end
component n the joint distribution is modelled as[

yyy
xxx

]∣∣∣∣n ∼ N

([
µµµ(n)
y

µµµ(n)
x

]
,

[
ΣΣΣ (n)
y ΣΣΣ (n)

yx

ΣΣΣ (n)
xy ΣΣΣ (n)

x

])
(15)
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If the component that generated the distribution at time t is known (here n̂t ), then
the MMSE estimate of the clean speech will be a linear transform of the corrupted
speech [29]

x̂xxt = E {xxx|yyyt , n̂t} (16)

= µµµ(n̂t )
x +ΣΣΣ (n̂t )

xy ΣΣΣ (n̂t )-1
y (yyyt −µµµ(n̂t )

y ) (17)

= A(n̂t )yyyt +b(n̂t ) (18)

In practice the component is not known, so needs to either be estimated or treated
as a latent variable and marginalised over. For the latent variable case

x̂xxt = ∑
n

P(n|yyyt)E {xxx|yyyt ,n} (19)

There are a number of possible schemes that can be used both in terms of the
treatment of the component and the estimation of the compensation parameters A(n)

and b(n). If the joint distribution (and hence associated marginal distributions) is
known then the posterior can be obtained from

P(n|yyyt) =
P(n)N (yyyt ; µµµ(n)

y ,ΣΣΣ (n)
y )

∑m P(m)N (yyyt ; µµµ(m)
y ,ΣΣΣ (m)

y )
(20)

The estimate of a single component can also be found from the best posterior

n̂t = argmax
n

{P(n|yyyt)} (21)

An interesting alternative is to use an iterative EM-like process [3]. Either the joint
distribution, or the transform, may be estimated from stereo data [49, 3] or using
approaches based on model-based compensation [48, 61].

The estimate of the clean speech, x̂xxt , is then passed to the clean recogniser. Thus
the likelihood is approximated for a particular recognition component m by

p(yyyt |m)≈ N (x̂xxt ; µµµ(m)
x ,ΣΣΣ (m)

x ) (22)

where µµµ(m)
x and ΣΣΣ (m)

x are the mean vector and covariance matrix of the clean speech-
trained acoustic model for component m. Thus the underlying assumption behind
this model is that the clean speech estimate is “perfect”, irrespective of the level of
background noise. However for low SNR conditions where yyyt ≈ nnnt it is difficult to
get an accurate estimate of the clean speech.

One approach to address this problem is to add uncertainty to the estimate of the
clean speech [5, 61]. Here the posterior is assumed to be Gaussian in nature

xxx|yyyt ∼ N (x̂xxt ,ΣΣΣ t) (23)
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where ΣΣΣ t is the “uncertainty” associated with estimate at time instance t. The like-
lihood is then computed as

p(yyyt |m) ≈
∫

p(xxx|yyyt)p(xxx|m)dxxx (24)

≈
∫

N (xxx; x̂xxt ,ΣΣΣ t)N (xxx; µµµ(m)
x ,ΣΣΣ (m)

x )dxxx (25)

Though intuitively well motivated, from (24) it can be seen that the likelihood is not
mathematically consistent.

An alternative more consistent scheme is to propagate the distribution of the
corrupted speech given the clean speech [12, 43]. Here

p(yyyt |m) ≈
∫

p(yyyt |xxx)p(xxx|m)dxxx (26)

Again the acoustic space is represented by a mixture model. Now the distribution
(marginalizing over the components) is

p(yyyt |xxx) = ∑
n

P(n|xxx)p(yyyt |xxx,n) (27)

Compared to (19) this is more complex as the component posterior, P(n|xxx), is con-
ditional on the clean speech latent variable xxx rather than the corrupted observation
yyyt . Different approximations for this have been proposed [43, 12].

Though mathematically more consistent, this form of approach has an issue when
using the (required) approximations for P(n|xxx). This component posterior term
should vary continuously as the “unseen” clean speech xxx changes. As this is highly
computationally expensive to deal with, the approximations used produce a form
of “average” component posterior term to use for enhancement. The posterior dis-
tribution p(yyyt |xxx) is then the same for all “recognition” components m. At very low
SNRs the averaged form of component posterior can often result in p(yyyt |xxx) = p(nnnt)
as the vast majority, but not necessarily all, of clean speech and associated com-
ponents will be completely masked. As the posterior is now independent of xxx, all
recognition components m have the same distribution, so the frame is ignored in
terms of acoustic discrimination. The only form of discrimination will be associ-
ated with the language model. The information from any non-masked speech (and
components) has been lost. Depending on the task this can have a large impact on
recognition performance. This issue is discussed in detail in [46]. Given that the
underlying attribute of feature-based approaches is that enhancement (with or with-
out uncertainty) is decoupled from recognition components, this problem cannot be
addressed within an enhancement framework2. As soon as there is a coupling be-

2 Theoretically the exact value of P(n|xxx) could be used. However as xxx is a function of the recogni-
tion component this effectively becomes model-based compensation. Interestingly if no uncertainty
is used such as in SPLICE [9] this problem does not occur as only the means, not the variances, of
the distributions can be altered.
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tween the “enhancement” and the recognition component, the scheme becomes a
model-based approach as discussed in the next section.

5 Model-Based Noise Compensation

The aim of model-based compensation schemes is to modify the acoustic model
parameters so that they are representative of the HMM output distributions in the
target domain. The advantages of model-based compensation schemes is that the
additional uncertainty that results from the background noise is directly modelled.
There is no need to estimate masks, or additional uncertainty.

From Fig. 1 it is clear that even if the clean speech and noise are Gaussian dis-
tributed, the resulting corrupted speech distribution is non-Gaussian. In practice
when considering all elements in the feature vector the corrupted speech distribution
may be highly complicated with a large number of modes. Some approaches attempt
to model this complexity using for example GMMs [17]. Alternatively Gaussian ap-
proximations for the likelihood at the observation value yyyt rather than for the whole
distribution of yyy have been proposed [36]. Finally non-parametric schemes for the
distribution of yyyt have been used [65]. A common attribute of all these schemes is
that they are computationally very expensive.

Rather than estimating the “true” distribution, a simple approximation is to as-
sume that the distribution of the corrupted speech is Gaussian in nature [17, 2]. Thus

p(yyyt |m)≈ N (yyyt ; µµµ(m)
y ,ΣΣΣ (m)

y ) (28)

where µµµ(m)
y and ΣΣΣ (m)

y are the estimated mean vector and covariance matrix of the
corrupted speech for the target environment. The task is now to obtain appropri-
ate estimates of these corrupted model parameters. Using standard ML-estimation,
these can be obtained using [17]

µµµ(m)
y = E {yyy|m} , ΣΣΣ (m)

y = E
{

yyyyyyT|m
}
−µµµ(m)

y µµµ(m)T
y (29)

There are a number of approximations for these expectations that sit within this
Parallel Model Combination (PMC) framework. This chapter will only consider
two such forms. The first, Vector Taylor Series (VTS) compensation [48, 2], is one
of the most popular approaches. The second based on sampling schemes aims to
improve the approximations underlying VTS. Other forms are possible for example
the log-normal approximation [17], spline interpolations [58], and Jacobian com-
pensation [56]. However, for all these schemes it is worth emphasising that however
accurate the compensation scheme is, the final distribution is approximated by a
single Gaussian.

For all these schemes the noise parameters are usually modelled using [17, 48]

nnn ∼ N (µµµn,ΣΣΣn), hhh = µµµh (30)
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Thus the convolutional noise is assumed to be constant. Additionally the delta and
delta-delta noise means are often assumed to be zero [44]. These parameters may be
estimated [40], but the motivation for these estimates is not clear 3. The estimation
of these parameters will be described in Section 7.

5.1 Vector Taylor Series Compensation

A currently popular form of model-based compensation is VTS. Here a first-order
Taylor series approximation to the non-linearity of (7) is used. Thus for component
m the random variable for the corrupted speech yyy is related to the clean speech xxx and
noise nnn random variables by [48]

yyy|m ≈ fff (µµµ(m)
x ,µµµh,µµµn)+J(m)

(
(xxx−µµµ(m)

x )+(hhh−µµµh)
)
+(I−J(m))(nnn−µµµn)(31)

where the Jacobian J(m) is defined as

J(m) =
∂yyy
∂xxx

∣∣∣∣
µµµ(m)
x ,µµµh,µµµn

(32)

Using this approximation yields the following estimates for the corrupted speech
distribution

µµµ(m)
y = fff (µµµ(m)

x ,µµµh,µµµn) (33)

ΣΣΣ (m)
y = J(m)ΣΣΣ (m)

x J(m)T+(I−J(m))ΣΣΣn(I−J(m))T (34)

As the Jacobian will be full, this results in a full covariance matrix for the cor-
rupted speech distribution ΣΣΣ (m)

y . It is common to diagonalise this covariance matrix
to maintain efficient likelihood calculation and control the number of model param-
eters. Thus in practice the likelihood is computed as

p(yyyt |m) = N
(

yyyt ; µµµ(m)
y ,diag(ΣΣΣ (m)

y )
)

(35)

For a discussion of the impact of this approximation see [64].
A nice aspect of VTS, and one of the reasons for its popularity, is that the lineari-

sation simplifies the estimation of noise and clean speech model parameters [48].
This is discussed in Section 7. However this linearisation may be expected to im-
pact performance, thus alternative schemes are of interest.

3 These may be interpreted as a general mismatch function rather than motivating from the physical
impact of noise on speech.
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5.2 Sampling-Based Approximations

VTS relies on a first-order (or possibly higher) Taylor series expansion. To improve
this form of approximation it is possible to use sampling-style approaches. This
section briefly describes two of these schemes. Both aim to directly estimate the
integrals of the form, taking the mean of component m as an example,

µµµ(m)
y =

∫ ∫
fff (xxx,µµµh,nnn)p(xxx|m)p(nnn)dnnndxxx (36)

where fff (.) is given in (7).
The simplest approximation is based on Monte-Carlo sampling. As both the clean

speech and the noise are Gaussian distributed there are no problems generating sam-
ples from them. This approximation, Data-Driven PMC (DPMC) [17], then uses, for
example, the following update formula for the mean

µµµ(m)
y =

1
K

K

∑
k=1

fff (xxx(k),µµµh,nnn
(k)) (37)

where xxx(k) is a sample drawn from xxx|m ∼N (µµµ(m)
x ,ΣΣΣ (m)

x ) and nnn(k) is a sample drawn
from nnn ∼ N (µµµn,ΣΣΣn). Note in this case the noise and speech samples are drawn
independently.

The advantage of this form of compensation is that in the limit as K → ∞ the
compensation will be “exact” (given the assumptions that the corrupted speech dis-
tribution is Gaussian in nature). However a major disadvantage of this straightfor-
ward scheme is that as the number of dimensions being sampled from increases, the
number of samples needs to be increased in order to get robust estimates.

One approach to address these limitations is to use unscented transforms [31].
Rather than drawing independent samples from the speech and noise, a set of sam-
ples are jointly drawn given the means and variances of the clean speech and noise.
Here the approximation, again for the mean, has the form

µµµ(m)
y =

1

∑K
k=0 w(k)

K

∑
k=0

w(k) fff (xxx(k),µµµh,nnn
(k)) (38)

The samples are drawn in a deterministic fashion. If the overall dimension of the
combined vector zzz(k) has dimensionality 2d (the feature vector is d-dimensional)

zzz(k) =
[

xxx(k)

nnn(k)

]
(39)

2d +1 samples are then drawn in a symmetric fashion based on (noting the depen-
dence of the combined vector on the clean speech component m)
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zzz(0) = µµµ(m)
z ; w(0) =

κ
2d +κ

(40)

zzz(k) = µµµ(m)
z +

[√
(2d +κ)ΣΣΣ (m)

z

]T
k

; w(k) =
1

2(2d +κ)
(41)

zzz(k+2d) = µµµ(m)
z −

[√
(2d +κ)ΣΣΣ (m)

z

]T
k

; w(k+2d) =
1

2(2d +κ)
(42)

where
[√

A
]T

k
indicates the transpose of kth row of the Choleski factorisation of

A and κ is a tunable parameter. The number of samples increases linearly as the
number of dimensions increases.

Unscented transform compensation has been applied, with gains over VTS and
simpler forms of PMC, for both model compensation and feature-based enhance-
ments [60, 28].

6 Efficient Model-Compensation and Likelihood Calculation

One of the issues with model-based compensation schemes is that they are com-
putationally expensive. Applying schemes such as VTS to large vocabulary speech
recognition systems is currently impractical for real-time compensation. The costs
associated with model-based compensation schemes can be split into three parts: i)
estimation of the noise parameters; ii) estimation of the compensation parameters;
iii) applying the compensation parameters to the acoustic models. The estimation of
the noise parameters is not discussed here, but in the next section. This section will
briefly describe approaches for reducing the computational load of the remaining
two stages.

One approach to address the problem of computational cost is to express model-
based compensation in a factored form [16]. To improve the efficiency this can be
rewritten in the following approximate form

p(yyyt |m) =
∫

p(yyyt |xxx,m)p(xxx|m)dxxx (43)

≈
∫

p(yyyt |xxx,rm)p(xxx|m)dxxx (44)

where rm indicates the regression class that component m belongs to. The distri-
bution of the clean speech is known, it’s given by the clean speech HMM. Thus
the problem is to find the conditional distribution, p(yyyt |xxx,rm). It is interesting to
compare this form with the enhancement schemes in Section 4. Here the posterior is
dependent on either the component or regression class, whereas for feature enhance-
ment it is not. This means that the approximate averaging over the complete acoustic
space discussed in [46] and Section 4 will not occur for model-based compensation
(unless very few regression classes are used).
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6.1 Compensation Parameter Estimation

For schemes such as VTS the compensation parameters required are the Jacobians
associated with each component m, J(m). This is needed to compensate the covari-
ance matrices. This form of Jacobian can be computed as [2]

J(m) = CF(m)C-1 (45)

where C is the DCT matrix and F(m) is a diagonal covariance matrix where the
elements on the leading diagonal are given by

f (m)
ii =

1
1+ exp([C-1]i(µµµn−µµµx−µµµh))

(46)

and [C-1]i is the ith row of C-1. This calculation is dominated by a matrix-matrix
multiplication (in the dimensionality of the static parameters) per recognition Gaus-
sian component. For large vocabulary speech recognition this rapidly becomes im-
practical.

Rather than using VTS the approximation in (44) can be used. The aim is to
obtain an efficient form for the regression-class specific conditional distribution,
p(yyyt |xxx,r). One approach is Joint Uncertainty Decoding (JUD) [42]. Here the joint
distribution is assumed to be Gaussian at the regression class level. Thus[

yyy
xxx

]∣∣∣∣r ∼ N

([
µµµ(r)
y

µµµ(r)
x

]
,

[
ΣΣΣ (r)
y ΣΣΣ (r)

yx

ΣΣΣ (r)
xy ΣΣΣ (r)

x

])
(47)

The conditional distribution is also Gaussian where

µµµ(r)
y|x = µµµ(r)

y +ΣΣΣ (r)
yxΣΣΣ (r)-1

x (xxx−µµµ(r)
x ) (48)

ΣΣΣ (r)
y|x = ΣΣΣ (r)

y −ΣΣΣ (r)
yxΣΣΣ (r)-1

x ΣΣΣ (r)
xy (49)

As all distributions are Gaussian, the marginal will also be Gaussian. The likelihood
in the joint framework can be computed as

p(yyyt |m) = N (yyyt ;H(rm)(µµµ(m)
x −b(rm)),H(rm)(ΣΣΣ (m)

x +ΣΣΣ (rm)
b )H(rm)T) (50)

where the compensation transform parameters are obtained using

H(r) = ΣΣΣ (r)
yxΣΣΣ (r)-1

x ,

b(r) = µµµ(r)
x −H(r)-1µµµ(r)

y

ΣΣΣ (r)
b = H(r)-1ΣΣΣ (r)

y A(r)-T−ΣΣΣ (r)
x (51)

These compensation parameters only need to be computed for each of the R re-
gression classes, rather than all recognition components. All parameters of the joint
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distribution, other than the cross term ΣΣΣ (r)
xy , can be obtained using for example VTS,

or from the clean speech training data. For VTS the cross term can be found us-
ing [62, 43]

ΣΣΣ (r)
xy = ΣΣΣ (r)

x J(r)T (52)

The cost of computing the compensation parameters per regression class is more ex-
pensive than computing them for a single component, but the number of regression
classes can be made orders of magnitude smaller than the number of components. It
is also flexible as the number of regression classes can be controlled depending on
the available compute resources.

6.2 Compensating the Model Parameters

Having derived the compensation parameters the model parameters must then be
modified. In a similar fashion to (35), whatever form of compensation is used it
should require only diagonal covariance matrix likelihood calculations. Directly ap-
plying the VTS compensation parameters requires calculating the means and co-
variance matrices for every component. For large systems this rapidly becomes im-
practical. Three alternative options for model compensation are described below.

1. VTS-JUD [67]: this form is the most closely related to VTS. Equation (50) is
used with diagonal covariance matrices. Thus the likelihood is computed as

p(yyyt |m) = N
(

yyyt ;H(rm)(µµµ(m)
x −b(rm)),diag

(
H(rm)(ΣΣΣ (m)

x +ΣΣΣ (rm)
b )H(rm)T

))
(53)

This scheme requires the all recognition parameters to be transformed. Thus the
cost of applying the compensation parameters is comparable to standard VTS.
However there is the advantage of only computing the compensation parameters
at the regression class level.

2. JUD [43]: here the likelihood is computed as

p(yyyt |m) = |A(rm)|N (A(rm)yyyt +b(rm); µµµ(m)
x ,ΣΣΣ (m)

x +ΣΣΣ (rm)
b ) (54)

where the compensation transform parameters are obtained using A(r) = H(r)-1.
This form of compensation only requires a bias to be applied to the clean covari-
ance matrix. However to limit the computational cost this covariance bias term,
ΣΣΣ (r)
b , needs to be diagonal. Using a full joint distribution and diagonalising the

covariance matrix in (54) yields poor performance [43]. To address this problem,
the form of the joint distribution can be modified. Here[

yyy
xxx

]∣∣∣∣r ∼ N

([
µµµ(r)
y

µµµ(r)
x

]
,

[
diag(ΣΣΣ (r)

y ) diag(ΣΣΣ (r)
yx )

diag(ΣΣΣ (r)
xy ) diag(ΣΣΣ (r)

x )

])
(55)
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This yields diagonal forms for the compensation parameters in (51). Note it will
also be more efficient to compute the compensation parameters. This form only
requires compensation parameters at the regression class level, and only a vari-
ance bias to be applied at the recognition component level.
This form of compensation has exactly the same form as NCMLLR (6) but de-
rived from a noise compensation perspective. For a discussion of the attributes
and comparison of the two approaches see [34].

3. Predictive CMLLR (PCMLLR) [22]: this uses the same form of transforma-
tion as CMLLR [18]. However rather than estimating the transform parameters
from adaptation data, they are estimated from the model-based corrupted speech
distributions. The form of likelihood calculation is

p(yyyt |m) = |A(rm)|N (A(rm)yyyt +b(rm); µµµ(m)
x ,ΣΣΣ (m)

x ) (56)

Here the model parameters are not altered, but there is additional costs in esti-
mating A(r) and b(r) from the compensation form. For a discussion of the compu-
tational costs of this see [67]. Though PCMLLR is an approximation to the cor-
rupted distribution, it has additional flexibility. By using full or block-diagonal
transformations, correlation changes in the feature-vector can be efficiently mod-
elled. This is not possible with standard VTS where diagonal covariance matrices
are used. This flexibility has been found to yield improved performance [67]. An-
other advantage of this approach is that adaptive training is very simple, as the
standard CMLLR adaptive training approach can be used [67].
Interestingly PCMLLR has exactly the same form as the MMSE estimate in (18).
However there are two important differences. First PCMLLR is dependent on the
regression class. Second the compensation parameters are derived from minimis-
ing the KL-divergence to the estimate of the corrupted speech distribution rather
than from a MMSE perspective [63]. As the KL divergence looks at complete
distributions (rather than just the first-order moments in MMSE) changes in the
uncertainty can be modelled with PCMLLR.

It is simple to show that when the number of regression classes is the same as the
number of components, both VTS-JUD, JUD and PCMLLR become identical to the
standard model compensation scheme being used to derive the joint distribution.

7 Adaptive Training and Noise Estimation

So far the discussion has assumed that all the model parameters required for com-
pensation are known. In practice this is rarely the case. Originally the background
noise was simply estimated from periods of “silence” in the test conditions. This
required the use of a voice activity detection scheme, and removed any link be-
tween the clean model parameters and the estimates of the noise. Furthermore there
is no way to estimate the convolutional noise. For the clean speech parameters it
was assumed that clean (high SNR) training data was always available to estimate
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the clean models. However this did not allow application domain, or found, data
to be used in the training process. Thus recently there has been growing interest in
training both the acoustic models [45, 30, 32] and noise model [48, 35, 44, 40] in a
full ML framework. This research area has parallels with developments in speaker
adaptation where the speaker transform parameters are often estimated in an ML
fashion [38] and the canonical model parameters are estimated using adaptive train-
ing [4].

The standard approach to estimate the parameters is to maximise the likelihood
of the data. Thus the aim is to find the model parameters, M̂ , that maximise

F (M̂ ) = ∑
θ

P(θθθ)∏
t

∑
m∈θt

N
(

yyyt ; µ̂µµ(m)
y ,diag(Σ̂ΣΣ (m)

y )
)

(57)

where the summation over θθθ includes all possible state sequences for the obser-
vation sequence. In common with standard HMM parameter training, EM is used.
Thus the following auxiliary function is maximised (ignoring all terms independent
of the model to be estimated)

Q(M̂ ;M ) = ∑
m,t

γ(m)
t log

(
N
(

yyyt ; µ̂µµ(m)
y ,diag(Σ̂ΣΣ (m)

y )
))

(58)

where the posterior of the observation at time t being generated by component m,
γ(m)

t , is determined using the “current” model parameters, M . The task is now to
estimate the clean speech model parameters for each of the components, µ̂µµ(m)

x and

Σ̂ΣΣ (m)
x , and noise model parameters, µ̂µµn, µ̂µµh and Σ̂ΣΣn, that maximise (58).
Two approaches have been described in the literature. The first is to introduce

a second level of EM, where the clean speech, or noise, at time t are considered as
continuous latent variables. This will be referred to as the EM approach. The second
is a direct approach based on second-order optimisation schemes. This section gives
a summary of some of the attributes of these schemes. Neither of the forms used is
exact, a series of approximations is made in each case. The best scheme needs to
be determined empirically for the task (and approximations) of interest. For a more
detailed analysis and contrast of the two approaches see [15].

7.1 EM-based Approaches

From the VTS approximation (31) it can be seen that the corrupted observation can
be written in the form of a generative model where

yyy|m ≈ J(m)xxx(m)+(I−J(m))nnn+J(m)µ̂µµh+g(m) (59)

and
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xxx(m) ∼ N (µ̂µµ(m)
x , Σ̂ΣΣ (m)

x ) (60)
nnn ∼ N (µ̂µµn, Σ̂ΣΣn) (61)

g(m) = fff (µµµ(m)
x ,µµµh,µµµn)−J(m)(µµµ(m)

x +µµµh)− (I−J(m))µµµn (62)

This now has the form of a general factor analysis style model, for which EM-based
update formulae can be applied [55, 26, 35, 30, 33]. This allows the clean speech
parameters and the noise parameters to be found in an iterative fashion. Note the
convolutional noise bias is not estimated within an EM-style framework (as it has
no variance) but is estimated in an EM-style approach and is related to the bias
transform estimation [57] (and also to the estimation scheme in [48]).

The estimates of the clean speech means and covariances can then be expressed
as4

µ̂µµ(m)
x =

∑t γ(m)
t E {xxx|yyyt ,m}

∑t γ(m)
t

(63)

Σ̂ΣΣ (m)
x = diag

(
∑t γ(m)

t E
{

xxxxxxT|yyyt ,m
}

∑t γ(m)
t

− µ̂µµ(m)
x µ̂µµ(m)T

x

)
(64)

and the noise parameters as

µ̂µµn =
∑m,t γ(m)

t E {nnn|yyyt ,m}

∑m,t γ(m)
t

(65)

Σ̂ΣΣn = diag

(
∑m,t γ(m)

t E
{

nnnnnnT|yyyt ,m
}

∑m,t γ(m)
t

− µ̂µµnµ̂µµT
n

)
(66)

where the expectations are over the distribution determined by the current model
parameters.

However compared to the standard general FA-style EM-estimation approaches,
which are guaranteed not to decrease the likelihood at each iteration, there are two
important additional approximations being made.

1. Fixed ’loading matrix’ and bias. For this form of FA-style estimation J(m) and
g(m) are assumed not to be functions of the clean speech and noise parameters
to be estimated. This is not the case as the Jacobian and bias will change as the
model parameters change.

2. Diagonal covariance matrices. Using the form of generative model in (59) means
that the corrupted speech distribution will be a full covariance matrix (the loading
matrix J(m) is full). However this covariance matrix is diagonalised for efficient
decoding (35). The joint distribution between the clean speech and corrupted
speech (this is the basis for the FA-style estimation) thus has the form

4 For simplicity of notation the multiple noise conditions that would normally be present for adap-
tive training have been ignored.
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yyy
xxx

]∣∣∣∣m ∼ N

([
µµµ(m)
y

µµµ(m)
x

]
,

[
diag(ΣΣΣ (m)

y ) J(m)ΣΣΣ (m)
x

ΣΣΣ (m)
x J(m)T ΣΣΣ (m)

x

])
(67)

However from the generative model in (59) the corrupted speech covariance ma-
trix can be expressed as

Σ̂ΣΣ (m)
y = J(m)Σ̂ΣΣ (m)

x J(m)T+(I−J(m))Σ̂ΣΣn(I−J(m))T (68)

From (67) this should be diagonal. For these two expressions to be consistent,

the off-diagonal terms that results from J(m) being full and Σ̂ΣΣ (m)
x being diagonal

must be cancelled out by elements from the noise terms. This is not possible
for all components as J(m) is component specific whereas the noise is common
for all components. Hence the generative model is not consistent with the joint
distribution 5 so the EM-style approach is not guaranteed to increase the auxiliary
function. Similar issues arise for the noise estimation case. An alternative, though
approximate solution, is to diagonalise the Jacobian. this is the approach adopted
in [13]. However this introduces additional approximations in the form of the
generative model.

Both of these approximations mean that the update is not guaranteed to increase the
auxiliary function. To overcome this problem it is possible to “back-off” estimates
by explicitly evaluating the auxiliary function. This becomes important if multiple
iterations are performed. Thus though mathematically elegant it is important to be
aware of the approximations being used with this approach.

One of the advantages of these FA-style training approaches is that it is simple
to incorporate discriminative training criteria such as MPE [50] into the adaptive
training framework [13].

7.2 Second-Order Approaches

Rather than using an EM-style approach it is possible to use standard gradient de-
scent style schemes to directly maximise (58) [45, 32]. For a general second-order
approach the update has the form

[
µ̂µµ(m)
x

σ̂σσ (m)2
x

]
=

[
µµµ(m)
x

σσσ (m)2
x

]
+ζ


∂ 2Q()

∂ µ̂µµ(m)2
x

∂ 2Q()

∂ µ̂µµ(m)
x ∂ σ̂σσ (m)2

x
∂ 2Q()

∂ σ̂σσ (m)2
x ∂ µ̂µµ(m)

x

∂ 2Q()

∂
(

σ̂σσ (m)2
x

)2


-1  ∂Q()

∂ µ̂µµ(m)
x

∂Q()

∂ σ̂σσ (m)2
x

 (69)

where Q(M̂ ;M ) is written as Q() to save space, σσσ (m)2
x is the vector of leading

diagonal elements of ΣΣΣ (m)
x , and ζ is the learning rate. Considering the estimation of

5 It is not clear that the joint covariance matrix in (67) is related to any generative model of the
form given in (59) where the noise model is shared over multiple components.
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the clean speech mean, µµµ(m)
x , the derivative can be written as (the fixed variables are

explicitly expressed to make the form of the derivative clear)

∂Q()

∂ µ̂µµ(m)
x

∣∣∣∣∣
σ̂σσ (m)
x

=
∂ µ̂µµ(m)

y

∂ µ̂µµ(m)
x

∣∣∣∣∣
σ̂σσ (m)
x

∂Q()

∂ µ̂µµ(m)
y

∣∣∣∣∣
σ̂σσ (m)
y

+
∂ σ̂σσ (m)2

y

∂ µ̂µµ(m)
x

∣∣∣∣∣
σ̂σσ (m)
x

∂Q()

∂ σ̂σσ (m)2
y

∣∣∣∣∣
µ̂µµ(m)
y

(70)

In common with the FA-style approaches these second-order approaches make a
number of approximations.

1. Second-order approximation. In common with all second-order schemes there is
the assumption that the “error-surface” is quadratic in nature. In practice this is
not the case. Additionally the form of the Hessian is often modified, for example
diagonalised, and approximated to simplify optimisation.

2. Approximate derivatives. The mean derivative given in (70) is often not used. For
example in [32] the second term in (70) is assumed to be zero. Thus the gradient
is approximated by

∂Q()

∂ µ̂µµ(m)
x

∣∣∣∣∣
σ̂σσ (m)
x

≈ J(m) ∂Q()

∂ µ̂µµ(m)
y

∣∣∣∣∣
σ̂σσ (m)
y

(71)

Though simplifying the derivative, it shifts the stationary points of the function.

As there is no guarantee of increasing the likelihood, for noise estimation backing-
off approaches can be used [44]. For the model parameter estimation additional
smoothing can also be added [44].

8 Conclusions and Future Research Directions

This chapter has reviewed a number of schemes associated with model-based ap-
proaches for handling uncertainty. The discussion concentrates on techniques for
handling high levels of background noise and channel distortion as this is one of
the most important forms of varying uncertainty in the speech signal. A number of
approaches, as well as issues, are highlighted. These include: the model compen-
sation process itself; the computational costs associated with this process; and how
the parameters of all elements of the process can be estimated from data. Though
no performance figures have been given in this chapter, the references given allow
a comparison of a number of approaches to be made. In particular the AURORA
2 test set [27] has been used to evaluate a number of systems within a consistent
framework.

One of the interesting aspects of model-based compensation research is that
techniques originally developed for general linear transform adaptation schemes
(whether speaker or environment) are being increasingly used. Thus schemes based
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on ML-estimation of the model parameters [38], adaptive training schemes [4] are
becoming popular. Additionally discriminative training is also being used [13].

Though there has been improvements in the level of noise robustness for speech
recognition, there are still a number of issues that need to be addressed. The author
feels these will become increasingly important as the complexity of the task and
range of conditions under which ASR systems are required to operated increases.

1. Impact of noise on speech: it is not possible to derive representations for the
impact of noise on the speech for all forms of parametrisation. This chapter has
assumed that MFCC parameters are being used. Even the introduction of basic
front-end schemes such as CMN mean that the mismatch function cannot be de-
rived, though approached geared to handling this have been derived [47]. Due to
this reason, and the added problem of delta and delta-delta parameters, feature-
enhancement schemes based on stereo training [3] are used to combine noise
robustness with state-of-the-art front-end processing such as semi-tied trans-
forms [19] and fMPE [51]. Generalising model-based compensation techniques
to handle state-of-the-art front-ends will be an important research area.

2. Handling changes in correlation: though the Jacobian associated with schemes
such as VTS are block-diagonal in structure the resulting covariance matrices are
diagonalised for speed of decoding. This is known to degrade recognition perfor-
mance [43, 64, 67]. Predictive linear transform schemes are one framework for
addressing this [22]. However to date research in addressing this problem has
been limited. As performance requirements for robust ASR in low SNR condi-
tions increases this topic will become increasingly important.

3. Improved distribution modelling: the majority of model-based compensation
schemes assume that each speech and noise component pairing will yield a Gaus-
sian distributed corrupted speech component. As previously discussed this is not
true. Obtaining more efficient non-Gaussian schemes than the current versions
may yield improved performance over the Gaussian approximations.

4. Speed of compensation/parameter estimation: one of the main objections to
model-based approaches is that they are slow. For large vocabulary systems there
may be hundreds of thousands of Gaussian components. Improving the speed of
all aspects of model-compensation is essential for it to be broadly applied. For
example using incremental forms of noise estimation/compensation [14] is one
approach to handling this.

5. Reverberant noise: extending the range of environments for which model com-
pensation schemes can be used. For example to handle long-term reverberant
noise as well as additive noise, a model-based approach is described in [54].

6. Improved acoustic modelling: as the level of background noise increases, and
the associated uncertainty of the speech increases, it may become increasingly
important to improve the form of the acoustic models being used for the clean
speech, noise and corrupted speech. One approach in this direction is to use
HMM generative models to obtain scores for use in a discriminative classi-
fier [21].
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In summary model-based compensation schemes are a very natural way of han-
dling uncertainty in speech recognition. However there is still significant research
required to enable these techniques to achieve the levels of performance, both speed
and accuracy, to allow their general deployment in a wide-range of speech applica-
tions.
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