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Abstract

Examining and Mitigating Classification Bias for Text-based Foundation Models
Adian Liusie

The objective of text classification is to categorise texts into one of several pre-defined
classes. Text classification is a standard natural language processing (NLP) task with various
applicability in many domains, such as analysing the evolving sentiment of users on a
platform, identifying and filtering fraudulent reviews, or extracting useful features in a
pipeline. While text classification has traditionally been performed manually, the rapid
advancement of deep learning approaches has sparked considerable interest in developing
automatic text classifiers. This has been accelerated by the introduction of pre-trained large
language models (LLMs), models trained on vast quantities of digital textual data, enabling
unprecedented capabilities across a diverse range of natural language understanding and
generation tasks. These NLP foundation models are typically leveraged within two main
methodologies: the “pre-train and fine-tune” paradigm or by prompting instruction-following
LLMs. While these approaches have been widely applied and have demonstrated state-of-
the-art performance across NLP benchmarks, there remain concerns about their reliability,
particularly regarding their susceptibility to spurious correlations and implicit model bias.

This thesis analyses the forms of bias and spurious correlations that are present when
NLP foundation models are applied to text classification tasks. We analyse particular biases
present in the systems, determine what impact these biases have on the predictions, and
examine whether mitigation techniques can reduce the influence of the biases. The first
part of the thesis focuses on the pre-train and fine-tune methodology, where we analyse
the risk of systems learning spurious correlation by examining two popular NLP tasks:
sentiment classification and multiple choice reading comprehension (MCRC). For sentiment
classification, we demonstrate that fine-tuned systems may leverage spurious stopword
relationships based on the stopword distribution in the training data. For MCRC, we find that
models are susceptible to ignoring the contextual information and may use world knowledge
to solve the task, which we leverage to assess question quality.
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In the second part of the thesis, we examine biases present when instruction-following
LLMs are prompted zero-shot for text classification. We analyse the prompt-based classifier
setup and examine the biases present in these systems when applied to text classification
tasks, including text classification and multiple choice question answering (MCQA) tasks.
For text classification, we demonstrate that the choice of label words can cause an implicit
prior that may favour particular classes over others, severely impacting the performance of
these systems. However, by considering reweighting debiasing schemes, we demonstrate that
both zero-resource and our proposed unsupervised reweighting debiasing yield more robust
performance and reduce the sensitivity to the choice of label words. Further, we illustrate that
when instruction-following LLMs are prompted for MCQA, they can exhibit considerable
permutation bias. Here, the systems are sensitive to the ordering of the input options, which
also negatively impacts task performance. We show that permutation debiasing improves
performance significantly, and we propose a simple distillation framework to make this
inefficient process more efficient.

The thesis concludes by considering biases for new tasks and domains. We propose
LLM comparative assessment, a novel way of performing general, zero-shot, and effective
NLG assessment by prompting LLMs to make pairwise decisions. For LLM comparative
assessment, we find that position bias is also present and demonstrate that averaging the
probabilities over both permutations can result in more accurate decisions and final rank-
ings. We extend this approach to the product-of-experts framework for LLM comparative
assessment, enabling faster convergence with fewer comparisons. Further, we investigate
accounting for bias in the experts, which can result in better performance when a low number
of comparisons are used. Finally, we conclude the thesis by examining whether our debiasing
approaches generalise into other modalities, particularly the audio domain. We propose a
novel way to leverage the emergent abilities of ASR foundation models for zero-shot audio
classification and demonstrate that our proposed reweighting debiasing approaches remain
effective for tasks in the audio modality as well.
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Chapter 1

Introduction

The recent advancements in text-based foundation models [24] have revolutionised the field
of natural language processing (NLP) [51, 30, 241]. These NLP foundation models pos-
sess robust task representations, which has led to their widespread adoption and impressive
state-of-the-art performance across a diverse range of language-based tasks. Text-based
foundation models typically operate under two popular paradigms; the first is the “pre-train
and fine-tune” methodology [51, 185, 45], where the foundation model serves as a robust
starting point that can then be adapted to target tasks by further training on bespoke labelled
task data. The second is “prompting” [30, 314], where the foundation models are designed
to understand natural language instructions, and the system is then prompted to perform
particular NLP tasks. These two approaches have been widely adopted to apply foundation
models across diverse NLP tasks [51, 185, 314, 2]. One popular use case is automatic text
classification, which enables convenient, cost effective, and scalable classification decisions.
Foundation models have demonstrated impressive performance for NLP tasks, leading to
increased deployment of automatic text-classifiers in critical real-world applications [317].
As these models become more prevalent, it’s important for developers to be aware of both the
capabilities and limitations of systems and to examine whether these models exhibit biases
that can impact the reliability and accuracy of the predictions.

Although both methodologies have enabled excellent performance, they are not without
limitations. For the pre-train and fine-tune methodology, by training the system on limited
supervised data, the system may learn ineffective features that inadvertently pick up on spuri-
ous correlations. Learning superficial shortcuts [85] may severely impact the generalisability
of the systems, as though learned spurious correlations may hold within the training domain,
the spurious relationships will limit performance in other domains of the task [210]. For
example, within a given product review platform, negative reviews may typically be longer
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than positive reviews due to the tendency of angry reviewers to vent. Although this learned
relationship may provide useful information when classifying reviews on the platform, the
rule will fail when applied to a different domain, such as when classifying the sentiment
of headlines. On the other hand, prompting is less susceptible to domain-specific spurious
correlations. However, prompted systems may manifest biases such as positional bias or
label word bias [355, 247] and suffer from systematic biases learned from training, including
those that resemble human cognitive biases [1, 288, 178].

This thesis aims to explore the forms of classification bias that can emerge when utilizing
NLP foundation models and methodologies. This thesis introduces no new architectures,
foundation models, or tasks; instead, it analyses existing NLP models and approaches
applied to standard tasks, examining the nature of resulting biases. The contributions of the
thesis are in identifying previously unknown spurious correlations and biases and, further,
in proposing potential mitigation techniques to minimise their impact and enable better
performance and reliability. We also investigate the generalisability of our analysis and
examine whether similar observations hold for more recently proposed approaches as well
as other modalities. We extend our study to zero-shot NLG assessment and propose “LLM
comparative assessment”, a novel approach to better leverage the abilities of instruction-
following LLMs for text quality assessment, where an LLM is used to judge which of two
texts is better. We investigate the influence of bias in this approach, particularly positional
bias, and consider how to make the approach more efficient. We also provide an initial
investigation into other modalities and consider whether prompted ASR foundation models
demonstrate similar biases and whether they can be mitigated with the same debiasing
schemes as in NLP.

1.1 Thesis Outline

Chapters 2-4 provide background content describing the pre-requisite knowledge of deep
learning, foundation models and the main text tasks studied in the thesis, namely text
classification and text quality assessment. Chapters 5-8 then provide experimental analysis
and contain the significant contributions of the thesis, considering both the pre-train and
fine-tune methodology (Chapter 5) as well as the zero-shot prompting methodology (Chapters
6-8). The thesis has the following structure:

• Chapter 2 provides the pre-requisite deep learning information and details some stan-
dard networks, starting with Feed-Forward Networks and building up to transformer
architectures, which is the fundamental architecture used throughout the thesis. The
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chapter also contains a discussion on the practical optimisation of the networks and
inference methods.

• Chapter 3 introduces NLP foundation models, discussing typical pre-training self-
supervised tasks, the details of various popular pre-trained Large Language Models
(LLMs), and concludes with details of model alignment, including instruction-tuning
and RLHF.

• Chapter 4 provides background for the main text tasks analysed throughout the thesis:
text classification and text quality assessment. We detail various methodologies of ap-
plying pre-trained LLMs to classification, provide details of baseline NLG assessment
approaches, and also provide background on comparative judgement, which supports
the theory of Chapter 7.

• Chapter 5 is the first of the experimental sections. In this chapter, we examine
spurious correlation in NLP and discuss how fine-tuned LLMs may be at risk of
learning spurious features. We highlight two novel types of spurious correlations, one
based on stopword distribution and the other on using world knowledge as a shortcut
for comprehension tasks. We demonstrate the presence of spurious correlations and
their impact on real systems, and use shortcut-based approaches to propose metrics for
assessing question quality.

• Chapter 6 discusses biases present in zero-shot LLMs and introduces several miti-
gation schemes. We first consider label-word bias, where the selection of the label
words can yield implicit priors that result in class biases, and formalise the reweighting
debiasing scheme and demonstrate its efficacy. We further consider permutation bias
for Multiple Choice Question Answering (MCQA) tasks and demonstrate the effective-
ness of permutation debiasing while proposing a framework to train efficient debiased
students to make the process more efficient.

• Chapter 7 introduces LLM comparative assessment, a text quality assessment ap-
proach where LLMs make pairwise judgements on which of two texts is better. We
further propose the Product of Experts framework for comparative assessment, which
alleviates computational expense concerns and enables comparative assessment to
operate effectively when only using a subset of all the comparisons. LLM comparative
assessment is demonstrated to be an effective zero-shot approach that outperforms
many existing baselines, and though it does suffer from permutation bias, this can be
accounted for by using both permutations or accounting for bias in the experts.
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• Chapter 8 expands the debiasing approaches to the speech modality and introduces a
novel way to prompt ASR foundation models for zero-shot audio classification. We
observe that, similar to NLP models, these prompted ASR models exhibit label word
bias, and we show that applying reweighting debiasing can mitigate such bias and lead
to performance improvements.

• Chapter 9 presents the conclusions of the thesis, summarises the key contributions
and discusses future works as well as limitations of the analysis.

1.2 Published Work

Sections of my original PhD research have been published in peer-reviewed conferences over
the course of this doctoral program. The papers discussed in this thesis are listed below, as
well as my contributions for each piece of work. Unless explicitly stated otherwise, it can be
assumed that I was the core contributor of the project, where as the core contributor, I set up
the code base, ran the main experiments, collected results and led paper writing.

• [192] Adian Liusie, Vyas Raina, Vatsal Raina, Mark Gales, “Analyzing biases to
spurious correlations in text classification tasks”, In Proceedings of the 2nd Conference
of the Asia-Pacific Chapter of the Association for Computational Linguistics and the
12th International Joint Conference on Natural Language Processing (IJCNLP-AACL
2022).
→ This work was done in Collaboration with Vyas Raina and Vatsal Raina. Vyas and
Vatsal helped brainstorm components of the project and executed ablation analysis.
→ This paper is used as the basis for the spurious stopword correlation analysis in
Chapter 5.

• [191] Adian Liusie∗, Vatsal Raina∗, Mark Gales, “World knowledge in multiple choice
reading comprehension”, In Proceedings of the Sixth Fact Extraction and VERification
Workshop (FEVER 2023)
→ This work was done with equal contribution by Vatsal Raina, who set up the baseline
question-answering framework and was involved in ideation and paper writing. I
adapted his system to run experiments on the ‘shortcut inputs’, performed the analysis
and led the paper-writing.
→ This paper forms the basis for the spurious questions section in Chapter 5.

• [187] Adian Liusie, Potsawee Manakul, Mark Gales, “Mitigating word bias in zero-
shot prompt-based classifiers”, In Findings of the Association for Computational
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Linguistics: (IJCNLP-AACL 2023 Findings)
→ This work was done in Collaboration with Potsawee Manakul, who provided
feedback throughout the project and helped review the final paper.
→ This paper forms the basis of the weight reweighting approach of Chapter 6.

• [188] Adian Liusie, Potsawee Manakul, Mark Gales, “LLM comparative assessment:
Zero-shot nlg evaluation through pairwise comparisons using large language models”,
In Proceedings of the 18th Conference of the European Chapter of the Association for
Computational Linguistics (EACL 2024)
→ This work was done in Collaboration with Potsawee Manakul, who helped with
discussing the initial concept and running the baseline experiments as well as experi-
ments for podcast assessment (omitted from the thesis).
→ This paper proposed standard LLM comparative Assessment, which is used in
Chapter 7.

• [199] Rao Ma∗, Adian Liusie∗, Kate Knill, Mark Gales, “Investigating the emergent
audio classification ability of ASR foundation models”, In Proceedings of the 2024
Conference of the North American Chapter of the Association for Computational
Linguistics (NAACL 2024)
→ This work was done with equal contribution by Rao Ma, who initially proposed the
project and was responsible for all speech aspects of the project, including running the
ASR decoding. I was responsible for all aspects related to debiasing, performing the
experimental analysis and led the paper writing.
→ This paper forms the basis of all audio experiments of Chapter 8.

• [186] Adian Liusie, Yassir Fathullah, M.J.F. Gales, “Teacher-Student Training for
Debiasing: General Permutation Debiasing for Large Language Models”, In Findings
of the Association for Computational Linguistics: (ACL 2024 Findings)
→ This work was done in collaboration with Yassir Fathullah, who implemented the
error correction module and assisted in ideation and paper writing.
→ This paper introduced the student-teacher distillation framework, which is discussed
in both Chapter 6 and Chapter 7.

• [190] Adian Liusie, Vatsal Raina, Yassir Fathullah, Mark Gales, “Efficient LLM
Comparative Assessment: a Product of Experts Framework for Pairwise Comparisons”,
Proceedings of the 2024 Conference on Empirical Methods in Natural Language
Processing: (EMNLP 2024)
→ This work was done in collaboration with Yassir Fathullah and Vatsal Raina, who
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both assisted in discussing the project. Yassir ran experiments using Laplacian experts
(omitted from the thesis) and optimised the code for the soft-Zermelo, while Vatsal ran
initial experiments on the CMCQRD dataset.

• This paper introduced the PoE framework of comparative assessment and is the basis
of the second half of Chapter 7.



Chapter 2

Deep Learning Fundamentals

Deep learning [164], a branch of machine learning inspired by the structure of biological
neurons [125], has revolutionised approaches to complex tasks. This transformative paradigm
is centred around deep neural networks [211], systems where layers of interconnected neurons
process the signal, which it transforms into structured representations [119]. By stacking
multiple layers, these networks yield systems capable of generating powerful representations
directly from raw data. These systems exhibit impressive capabilities in a wide range
of complex tasks, such as natural language processing (NLP) [47, 233], computer vision
[43, 323] and speech processing [220, 226].

This chapter provides the necessary background for deep learning to support the rest
of the thesis. It provides the technical details of key architectural components, learning
algorithms and inference methods that underpin their capabilities. Although many deep
learning architectures have been proposed, including vanilla Feed-Forward Neural Networks
(FNNs) [281] , Recurrent Neural Networks (RNNs) [63], bidirectional Long-Short Term
Memories (BiLSTMs) [122] and Convolutional Neural Networks (CNNs) [165], over the last
few years, one architecture has become dominant in many areas: the transformer architecture
[320]. Section 2.1 first discusses the evolution of deep learning up to the transformer block,
while Section 2.2 builds on this and discusses the various standard transformer architectures.
Section 2.3 then discusses standard optimisation techniques to learn parameters for tasks,
while Section 2.4 discusses how the models are leveraged in inference to generate responses.

2.1 Deep Neural Networks

In deep learning, computational networks learn robust representations of data through mul-
tiple layers of non-linear transformations. As these networks scale up, they can capture
complex and abstract patterns in the data, enabling impressive capabilities while avoiding
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manual feature engineering. These networks, often referred to as neural networks, are
parametric models f that map an input u ∈Rd to an output v ∈Rn,

v = f (u;θθθ) (2.1)

where θθθ is used to represent the parameters of the model. Although Equation 2.1 represents
the inputs and outputs as vectors, depending on the task, the inputs/outputs can take different
forms, such as a scalar, a vector or a sequence of vectors. The remainder of this section will
provide the details of the basic neural network blocks.

2.1.1 Feed-Forward Neural Networks

Fig. 2.1 Depiction of a 3-layer Feed-Forward Network.

One of the fundamental deep learning architectures is the feed-forward neural network
(FNN) [281]. These networks comprise of multiple layers of perceptrons [278], such that
in every layer, each input node is connected to each output node. A series of mathematical
calculations enable the unidirectional flow of information from input to output, such that
for layer l, the output representation h(l) ∈ Rn is a transformation of the previous layer
representation h(l−1) ∈Rd following,

h(l) = φ(W(l)h(l−1)+b(l)) (2.2)

where W(l) ∈Rn×d is the weight matrix for layer l, b(l) ∈Rn is the bias term for layer l, and
φ is a non-linear activation function. The network f is then defined as the sequential compo-
sition of all layers, where each layer l has its own associated parameters, (W(l),b(l)). The
layers can have different input and output dimensions, d and n, which are hyperparameters
of the system, and the learnable parameters of each layer together form the parameters of
the model. Figure 2.1 illustrates a Feed-Forward Network with an input and output size of
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5 and 3 intermediate layers, each of size 4. The left diagram shows the complete network,
while the right diagram illustrates the computation for determining the value of a neuron in
the next layer.

Activation Functions

Each layer in the FNN can be decomposed into the linear function, (W(l)h(l−1)+ b(l)),
followed by the non-linear activation function, φ . The non-linear activation function is crucial
for deep learning applications; without it, the composition of multiple linear transformations
will be equivalent to applying a single linear transformation. Therefore, to approximate a
wider class of functions and model complex relationships (while being constrained to a finite
number of nodes [167]), non-linear activations are required. The non-linear activations enable
a model to exploit its depth, learn hierarchical representations, and increase its capacity to
model more complex functions [196]. Standard non-linear activation functions are shown
in Table 2.1, with ReLU [225] and GeLU [112] largely utilised due to their simplicity,
promotion of sparsity, and ability to mitigate vanishing gradient issues [90]. Figure 2.2 plots
the characteristics of the different non-linear activation functions.

Activation, φ(·) Expression

Sigmoid 1
1+exp(−u)

Tanh exp(u)−exp(−u)
exp(u)+exp(−u)

ReLU max(0,u)

GeLU u
2

(
1+ erf

(
u√
2

))
Softmax exp(ui)

∑ j exp(u j)

Table 2.1 Activation functions and their mathematical expressions.
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Fig. 2.2 Plot of various non-linear activation functions.

2.1.2 Convolutional Neural Networks

While FNNs are effective for many tasks, they process inputs independently, ignoring spatial
relationships. Convolutional Neural Networks (CNNs) [165] address this limitation by using
convolutional layers to capture translation invariances. In a CNN, the activations of the l-th
hidden layer are a set of feature maps H(l)

i ∈ Rh(l)×w(l)
, where i ∈ {1, . . . ,c(l)} is the channel

number and h(l), w(l), and c(l) represent the height, width, and number of channels for layer
l respectively. The CNN applies a set of convolutional filters W(l)

i, j ∈ Rkh×kw to the feature
maps, where kh and kw are the height and width of the filter. In each layer, the output for the
next hidden layer is computed using convolution:

H(l)
i = φ

((
c(l−1)

∑
j=1

H(l−1)
j ∗W(l)

i, j

)
+B(l)

i

)
, ∀i ∈ {1, . . . ,c(l)} (2.3)

where φ is an activation function, ∗ denotes the 2D convolution operation, and B(l)
i ∈Rh(l)×w(l)

is a bias term for the i-th filter of layer l.
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2.1.3 Recurrent Neural Networks

Further, FNNs are only suitable for tasks with fixed-size inputs and outputs and have
limitations when applied to tasks with sequential inputs where the temporal dependencies
between data points are crucial. In such scenarios, typical of NLP and speech processing
tasks, recurrent neural networks (RNN) [63] may be used. RNNs handle sequential data by
updating the hidden state at each timestep to reflect the information gained from all previous
timesteps. Given sequential data u1:N , where ui ∈Rd is the vector at position i, the hidden
state hi ∈Rn is updated from the previous hidden state hi−1 given the current input ui,

hi = f (ui,hi−1) (2.4)

A vanilla RNN processes information by computing the hidden state and output at each time
step as follows:

hi = φh (Wuui +Whhi−1 +bh) (2.5)

zi = φz(Wzhi +bz) (2.6)

where Wu,Wh,bh,Wz and bz are trainable parameters of the model [63], φh and φz are
non-linear activation functions (§2.1), and zi is the output at position i. Further, multiple
recurrent units can be stacked to form deep RNNs with multiple layers, which provides extra
model capacity [97].

Although vanilla RNNs allow one to process sequential data of variable length and can
model time-related dependencies, RNNs do have significant drawbacks. One limitation
is that they leverage only unidirectional information when computing hidden states and
only consider past information, not incorporating any future context. To overcome this,
bidirectional RNNs [290] can be used. The two RNN hidden states, one operating forward in
time and the other backward, are combined at each timestep to produce representations that
incorporate both past and future information,

h f
i = f (ui,h

f
i−1) (2.7)

hb
i = f (ui,hb

i+1) (2.8)

hi = [h f
i ;hb

i ] (2.9)

Which is illustrated in Figure 2.3. RNNs are typically trained using backpropagation through
time [335], which unfolds the recurrent network over all time steps and propagates errors
backwards through the temporal sequence. Consequently, a limitation of RNNs is the issue
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Fig. 2.3 RNN architecture unrolled in time, illustrating both forward in time (left) and
backwards in time (right). Bidirectional RNNs concatenate these representations.

of the vanishing gradient [20], where very small gradients can be encountered in backpropa-
gation through time, making it difficult for the network to learn long-range dependencies.
Extensions of the RNN, such as the long short-term memory (LSTM) [122] and gated re-
current unit (GRU) [38], have been proposed to address this issue. These networks use
gating mechanisms to better learn long-term dependencies, however, can also struggle to
learn long-range dependencies effectively, especially for long sequences [240]. Further, the
inherent sequential nature of RNNs can make training computationally inefficient.

2.1.4 Attention Mechanism

The preceding subsection (§2.1.3) introduced recurrent neural networks and detailed their
drawbacks, including the computational inefficiency caused by their sequential nature and
their difficulty in capturing long-range dependencies. To address the limitations, researchers
drew inspiration from how humans selectively focus on different regions of an image or
words in a sentence [334] and proposed the attention mechanism. The attention mechanism,
as proposed by Bahdanau et al. [13], operates on a sequence of vectors h1:N using a query
vector q. It computes a context vector c by weighting each input vector based on its relative
importance to the query,

αi =
exp( fα(q,hi))

∑
N
j=1 exp( fα(q,h j))

(2.10)

c =
T

∑
j=1

αi hi (2.11)

where αi is the attention weight associated with the i-th input vector. The attention function
fα computes a score based on the input query and vector, typically the dot product or scaled
dot-product [320, 334], with common forms of attention functions presented in Table 2.2.
This approach enables the model to dynamically focus on relevant parts of the input sequence,
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thereby enhancing its ability to capture long-range dependencies and improving overall
performance [340]. It is also an essential part of the transformer architecture,•which will be
discussed in the next subsection.

Attention Type
Attention Function

fα(qi,h j)

Dot-Product qi ·h j

Scaled Dot-Product qi·h j√
d

Content-Based qi·h j
||qi||2||h j||2

Additive w⊤a tanh(Wqqi +Wkh j)

General qT
i Wah j

Table 2.2 Common forms of attention scores. Wa,Wk,Wv,wa are parameters of the score
function, and d is the dimensionality of the vectors.

2.1.5 Transformer Block

The previous section (§2.1.4) introduced the attention mechanism, which was initially pro-
posed as an effective mechanism to aggregate the final encoded representations to better
capture contextual information. Shortly after the proposal of attention, Vaswani et al. [320]
demonstrated that the capabilities of attention extend significantly beyond simple representa-
tion aggregation. The paper introduced the transformer architecture, which was composed
solely of attention mechanisms and feed-forward neural networks (FNNs) yet demonstrated
substantial performance improvements over existing state-of-the-art methods. This innova-
tion marked the beginning of a new era in the field of NLP, where transformer-based models
began to dominate task leaderboards, a trend that continues to this day. This subsection
details the components of the basic transformer block (illustrated in Figure 2.4), which forms
the foundation of the transformer architecture.
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Multi-Head 
Self-Attention

Add & LayerNorm

Feed
Forward

Add & LayerNorm

Fig. 2.4 Depiction of the transformer block.

Multi-Head Self-Attention

The first module of the transformer block, multi-head self-attention, builds upon the self-
attention mechanism, a particular configuration of the attention mechanism. Given a sequence
of vectors, u1:N , for each vector ui ∈ Rd , self-attention first computes the corresponding
query, key and value vectors for each position of the sequence:

qi = Wqui (2.12)

ki = Wkui (2.13)

vi = Wvui (2.14)

where Wq,Wk,Wv ∈Rd×d are learnable weight matrices and qi,ki,vi ∈Rd are the queries,
keys and values respectively. The input and output dimensions are matched to enable residual
connections and subsequent layer normalisation (discussed later in the subsection), though
it is possible for the input and output dimensionalities to differ, Wq,Wk,Wv ∈Rn×d . The
self-attention weights αi j are then computed using the scaled dot-product between pairs of
queries and keys,

αi j = softmax
(

qi ·k j√
d

)
=

exp
(

qi·k j√
d

)
∑

N
j′=1 exp

(qi·k j′√
d

) (2.15)
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The state representation for position i can then be set as a weighted summation of the values,
where the weighting is based on the self-attention weights,

hi =
N

∑
j=1

αi jv j (2.16)

This yields the sequence of output vector representations, h1:N , with each vector hi ∈Rd .
Unlike RNNs, which are inherently sequential, the attention block allows for parallel training,
as the representations at each position are computed independently. As shown in Vaswani
et al. [320], the attention block can be compactly represented as,

[h1:N ] = softmax
(

QKT
√

d

)
V (2.17)

where Q,K,V is the matrix of all the queries, keys and values, respectively, such that
Q=[q1:N ],K=[k1:N ],V=[v1:N ]. Self-attention can also be extended to multi-head self-
attention by running several independent self-attention mechanisms in parallel and then
concatenating the outputs. For each of the H heads, separate projection matrices are learned
for the queries, keys, and values,

q(m)
i = W(m)

q ui (2.18)

k(m)
i = W(m)

k ui (2.19)

v(m)
i = W(m)

v ui (2.20)

where ui ∈Rd is the input vector at position i, W(m)
q ,W(m)

k ,W(m)
v ∈ Rdh×d are independent

parameter matrices learned for the m-th head, and dh = d/H is the dimensionality of each
head, q(m)

i ,k(m)
i ,v(m)

i ∈Rdh . The output of each head is computed following:

h(m)
i =

N

∑
j=1

α
(m)
i j v(m)

j where α
(m)
i j = softmax

q(m)
i ·k(m)

j√
dh

 (2.21)

Finally, the outputs from all heads are concatenated to generate the final representation:

hi = [h(1)
i ;h(2)

i ; . . . ;h(M)
i ] (2.22)



16 Deep Learning Fundamentals

Feed-Forward Neural Network

The outputs of the multi-head self-attention sub-layer are subsequently passed to a fully
connected feed-forward network. This consists of a two-layer FNN, applied independently
to each position of the input vector,

FFN(hi) = W2(φ(W1hi +b1))+b2 (2.23)

where in the original transformer, the non-linear activation function is the ReLU [225], while
some recent transformer models alternatively use the GeLU [112].

Residual Connection + Layer Normalisation

Each sublayer also contains a skip connection and layer normalisation. First, the residual
connection [109] adds the original input (i.e. the input representation to the sublayer) to the
output of the sublayer. The residual connection helps to mitigate the risk of vanishing gradi-
ents and enables deeper networks by ensuring better gradient flow during backpropagation,

ResidualConnection(u) = u+ f (u) (2.24)

Where f is the sublayer function (e.g. FNN or Multi-head self-attention). For residual
connections, the output of the sublayer must have the same dimensionality as the input, n=d,
as previously assumed within multi-head self-attention.

The residual connection is followed by layer normalisation; in neural networks, gradients
in one layer can be highly dependent on the outputs of the previous layer. To stabilise
training and reduce covariate shifts in the representations, layer normalisation [8] is applied.
This independently normalises each vector ui ∈Rd of the vector sequence u1:N over all its
dimensions, as follows:

µi =
1
d

d

∑
j=1

ui j (2.25)

σ
2
i =

1
d

d

∑
j=1

(ui j−µi)
2 (2.26)

ûi j =
ui j−µi√

σ2
i + ε

(2.27)



2.2 Transformer Architecture 17

where ε is a small constant added for numerical stability. The output of layer normalisation
is then,

LayerNorm(ui) = γ ûi +β (2.28)

where γ and β are learnable scalar parameters for the layer. This approach differs from batch
normalisation [132], which normalises each dimension based on the average over all data
samples in the batch, which can constrain the size of mini-batches.

2.2 Transformer Architecture

The previous section introduced various fundamental deep-learning blocks and culminated
in the discussion of the transformer block (§2.1.5). The advent of the transformer [320]
marked a paradigm shift in NLP; transformers [320, 51] rapidly established itself as the
dominant architecture across various benchmarks, consistently demonstrating state-of-the-art
performance for diverse tasks. These models have been successfully adapted for a wide
range of tasks and domains and have become the default choice for NLP solutions, typically
outperforming all other architectures. This section provides a detailed overview of the
three transformer architectures: the encoder-only transformer [51], the encoder-decoder
transformer [320], and the decoder-only transformer [264]. This section will only focus on
providing the architectural details, while the next chapter (§3) will highlight the importance of
pre-training and introduce the various pre-trained transformers used to conduct experiments
in this thesis.

2.2.1 Encoder-Only Transformer

Figure 2.5 illustrates the architecture of the encoder-only transformer [51], a system designed
to learn powerful representations of input data. The architecture has been applied effectively
to tasks where text generation abilities are not required, such as text classification. The
core of the architecture is a stack of multiple transformer blocks (§2.1.5), where the outputs
from one layer serve as inputs to the next. This layered structure enables the model to build
increasingly abstract and nuanced representations of the input data, enabling it to capture
complex relationships of the input sequence. Beyond the transformer block discussed in
subsection 2.1.5, this section lists other components that are also essential to the transformer
architecture.
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Fig. 2.5 Encoder-only transformer architecture.

Tokenization

An important practical consideration of the system is the process of converting the input
data into vector representations that the transformer layers can process. The raw text input
is first converted into input tokens, x1:N , through a process known as tokenization. This
process segments the text into smaller sub-units, which standardises the input for the model.
The choice of sub-units may be words, subwords, or characters and depends on the specific
tokenization strategy selected. Common tokenization strategies widely used in natural
language processing, depicted in Figure 2.6, include:

• Word-Level Tokenization: Word-level tokenization [144, 218] uses whitespace as
a delimiter to separate texts into words, treating each individual word as a unique
token. Word-level tokenization strategies may also perform further processing, such as
lowercasing, stemming and separating punctuation, which enables better grouping of
words and reduces the vocabulary size [291]. If at inference, the system encounters
a previously unseen word, during tokenization the word can be mapped to a special
‘unknown’ token [144, 22].

• Byte-Pair Encoding: A drawback of word-level tokenization is its inability to handle
out-of-vocabulary words. Byte-pair encoding (BPE) [294] operates by starting with a
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comprehensive set of tokens that cover all possible characters. Using a training corpus,
it then iteratively expands the set of tokens by merging the most common pairs of
tokens encountered. The vocabulary is fixed once the set of tokens reaches the desired
size, and any new text sequence can be tokenized by greedily matching the text to the
longest token in the vocabulary. This algorithm enables the process to tokenize any text
into a set of existing tokens while maintaining a compact vocabulary size and enabling
words to benefit from the knowledge of similar roots (e.g. “runner” and “running”).

• WordPiece: WordPiece [339] is a tokenization algorithm that follows a similar princi-
ple to BPE but differs in its merging rules. Instead of merging pairs of tokens based
on frequency, WordPiece merges tokens to maximise the likelihood of the training
data. This is performed by selecting the pair that maximises the pair’s joint frequency
divided by the product of the individual token frequencies. Further, to differentiate
between a subword at the start of a word and a subword that continues from a previous
subword, WordPiece typically uses ‘##’ as a special prefix to denote a continuation.

• SentencePiece: The previous methods make the assumption that whitespace splits
texts into words, which in WordPiece and BPE is information implicitly used during
detokenization. However, some languages, such as Chinese, Thai and Hindi, do not
use whitespace to separate words. SentencePiece [156] addresses this limitation by
using a lossless tokenization approach where all the information to reproduce the text
is preserved, including whitespace. It treats the text as a raw input stream of Unicode
characters and then applies a subword tokenization algorithm (either unigram language
model or BPE) to create the token vocabulary. SentencePiece typically uses ‘_’ to
denote whitespace, which often indicates the start of a new word, separating word
beginnings and continuations.

<UNK> is expanding

Eco Friend ly is expand

EcoFriendly is expanding

ing

Eco ##Friendly is expand

_Eco Friendly _is _expanding

##ing

Original Text

Word-level Tokenization

Bye-Pair Encoding

SentencePiece

WordPiece

Fig. 2.6 Illustration of different tokenization schemes. Word-level tokenization splits the
sentence at spaces and replaces out-of-vocabulary words with the ‘unknown’ token. The other
approaches split the text into subwords and differ in their strategies for subword segmentation.
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Embedding

The tokenized input x1:N is converted to the sequence u1:N of vector embeddings through
one-hot encoding followed by embedding lookup. Let xi represent the token at position i;
first, each token is represented as a one-hot vector, ei ∈ {0,1}|V|, where V denotes the full
set of tokens. The embedding matrix We ∈ Rd×|V| contains a d-dimensional vector for each
token in the vocabulary. The embedding for a token is obtained by multiplying its one-hot
vector with We, which selects the corresponding row:

ui = Weei (2.29)

This operation is performed for each position of the input, i ∈ {1, . . . ,N}. Although original
word representations, such as Word2vec [218] and GLoVe [245], were learned in an unsuper-
vised fashion and then transferred to new tasks, transformers treat We as parameters of the
model and learn the embedding matrix jointly with all model parameters during training.

Positional Encoding

Attention blocks compute the attention weights αi j purely based on the attention score
between pairs of input vectors, making all attention-based approaches position-independent.
As a result, permuting the input vectors will have no influence on the output. However,
positional information is important for many tasks, and for example, permuting words in
a sentence can largely alter its meaning. Therefore, encoding positional information is
important for language-based tasks. To incorporate positional information, the original
transformer model [320] proposed absolute positional embeddings where positional vectors
pi ∈Rd are added to the input embedding vectors ui ∈Rd , generating positional aware input
vectors up

i ∈Rd ,

up
i = ui +pi (2.30)

In the original paper, these positional encodings were fixed sinusoidal embeddings, where
each dimension had a different frequency.

pi j =

sin
(

i
/

10000
j
d

)
if j mod 2 = 0

cos
(

i
/

10000
j−1
d

)
otherwise

(2.31)

Later work proposed keeping these as learnable parameters that are learned during training
[51]. As an alternative to absolute positional embeddings, one can use relative positional
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embeddings. Here, instead of adding a fixed or learned vector to each input, the model
considers the relative positions between elements and adds a bias when computing attention.
This is typically done by modifying the attention mechanism to incorporate a vector ri j ∈Rd ,
such that the attention weights are computed as:

αi j = softmax
(

qi · (k j + ri j)√
d

)
(2.32)

where ri j represents the ‘relative position’ encoding between positions i and j. Positions i
and j that have the same distance between them will share the same learned vectors, and
these vectors are typically learned during training [266]

Linear-Layer + Softmax

The final component of the architecture is to convert the output representations back to a
distribution of predicted tokens. Let hi ∈Rd be the output of the final transformer block for
the i-th token. The linear layer transforms this vector to logits as follows:

zi = Wohi +bo (2.33)

where Wo ∈R|V|×d is a weight matrix, bo ∈R|V| is a bias vector, and |V| is the vocabulary
size. The softmax function is then applied to convert the logits to a probability distribution
over the tokens. Note that in practice, the weights of the embedding matrix We are often
shared with the output layer Wo. This technique, known as weight tying, reduces the total
number of parameters and can improve performance in language modelling tasks [256].
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2.2.2 Decoder-Only Transformer
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Fig. 2.7 Decoder-only transformer architecture.

The previous encoder-only transformer was proposed as an effective architecture for hierar-
chical representation learning, particularly for classification and regression tasks. However, a
crucial limitation is that the architecture is bidirectional, meaning that the representations at
each position can attend to all other positions. This bidirectionality prevents the architecture
from performing auto-regressive decoding, making it unsuitable for generative tasks.

Masked Multi-Head Self-Attention

The decoder-only transformer (illustrated in Figure 2.7) addresses this limitation by introduc-
ing a causal mask to the multi-head self-attention mechanism, ensuring that each position
can only attend to previous positions. This way, the output tokens can be fed back into the
system and used sequentially to predict the next token. The self-attention is made causal by
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explicitly setting all non-causal attention weights to −∞:

ei j =


qi·k j√

d
if j ≤ i

−∞ if j > i
(2.34)

αi j = softmax
(
ei j
)

(2.35)

where d is the dimensionality of the vectors, qi,ki ∈Rd , which forces all ‘future’ attention
scores to be 0.

2.2.3 Encoder-Decoder Transformer
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Fig. 2.8 Encoder-decoder transformer architecture.

Although the previous two sections introduced the encoder-only [51] and decoder-only
transformer [264], the transformer architecture was initially proposed within the encoder-
decoder framework [320]. This framework includes both an encoder stack and a decoder
stack (as depicted in Figure 2.8) and leverages the abilities of each individual stack. The
encoder takes the input tokens and generates contextualised sequence representations (with
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the same length as the input), while the decoder autoregressively generates the output
sequence, conditioned on the encoder’s representations. However, the self-attention blocks
in the decoder cannot directly utilise the encoder’s output. To enable this, another attention
mechanism is introduced for encoder-decoder transformers: multi-head cross-attention.

Multi-Head Cross-Attention

In the encoder-decoder framework, given an input x1:N , the encoder generates a sequence
of contextual representations h1:N which are used by the decoder to generate a sequence of
output representations y1:L. These representations are generated autoregressively from all
previous representations, achieved using multi-head cross attention. Here, given the encoder
representations h1:N and the input decoder representations of the current layer hy

1:k, the
representation of the next position is calculated using multi-head cross attention. Multi-head
cross-attention computes the keys and values from the output of the encoder, h1:N , and
computes the queries using the decoder representations in the current layer, hy

1:k:

qi = Wqhy
i (2.36)

ki = Wkhi (2.37)

vi = Wvhi (2.38)

Similar to the previous attention mechanisms, the attention weights are calculated by a scaled
dot-product between the queries and keys:

αi j = softmax
(

qi ·k j√
d

)
(2.39)

yk =
k

∑
j=1

αk jv j (2.40)

Therefore, the contextualised vectors yk are a linear combination of projected representations
from the encoder, enabling the decoder to directly leverage the final transformer encoder
representations. The process is causal as the decoder only attends to previous positions during
self-attention, ensuring that future tokens are not attended to during generation. The use of
caching helps improve efficiency by storing past decoder self-attention outputs, avoiding
redundant computation. Additionally, the process described represents the operation of a
single head; multi-head cross-attention can be achieved by running independent heads in
parallel, each with its own set of learned projections, and concatenating their outputs to form
the final representation.
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2.3 Optimisation

The previous section introduced the typical networks used for deep learning in NLP and
culminated in the transformer architectures that underpin modern foundation models. The
section further described how neural networks are complex mapping functions characterised
by the parameters of the model, which take the form of weight matrices and bias vectors.
However, the previous section did not consider how to find the right parameters to enable
systems to achieve the task of interest. Therefore, this section considers the optimisation
techniques required to learn the trainable parameters of the network, θθθ , and discusses typical
deep-learning training procedures.

2.3.1 Training Criterion

Machine learning algorithms are data-driven, and given training data D, the objective is for
the system to identify patterns and learn mapping functions that generalise to new, unseen
data. Deep neural networks are often trained in an end-to-end fashion, where the system
jointly learns features as well as predictions. Essential to machine learning methods is the
definition of the training criterion, known as the loss function. This loss function provides
the system with an explicit objective to train the model parameters with during training. The
system, parameterised by model parameters θθθ , typically models an underlying probability
distribution for a particular target task. The goal is to find the optimal parameters θ̂θθ that
minimise the loss L(θθθ), where the loss encapsulates the specific task, such that the system is
trained to learn:

θ̂θθ = argmin
θθθ

L(θθθ) (2.41)

where for convenience, the dependence on the dataset D is dropped. For autoregressive
models, the parameters of the models typically estimate the language model probability
associated with generating a particular token. For example, given inputs x1:N and the partially
generated output y1: j−1, the system models the probability of generating the next token, y∈ V ,

ŷ j ∼ P
(
y|y1: j−1,x1:N ;θθθ

)
(2.42)

The training objective is then to find the parameters θθθ that best model the distribution.
Assuming access to a labelled dataset, D = {(x(i)1:N ,y

(i)
1:L)}M

i=1, of paired input sequence x1:N

and corresponding gold-standard output sequence y1:L (where for simplicity, the dependence
of N and L on the indices is dropped), a common training approach is maximum likelihood
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training. For this loss function, the objective is to search for the parameters that maximise
the likelihood of the training data, often practically achieved by minimising the negative
log-likelihood,

L(θθθ) =−1 · 1
M
· log

(
M

∏
i=1

P
(

y(i)1:L|x
(i)
1:N ;θθθ

))
(2.43)

=−1 · 1
M
· log

(
M

∏
i=1

L

∏
j=1

P
(

y(i)j |x
(i)
1:N ,y

(i)
1: j−1;θθθ

))
(2.44)

=−1 · 1
M
·

M

∑
i=1

L

∑
j=1

log
(
P
(

y(i)j |x
(i)
1:N ,y

(i)
1: j−1;θθθ

))
(2.45)

This loss uses teacher forcing [338], where the correct history y(i)1: j−1 is used when generating
probabilities for the next token. Teacher forcing stabilises training in the early training stages
when the model has poor generative abilities and enables parallelised training, as there is
no need for a sequential generation. However, during inference, the model operates without
reference tokens and is thus free-running. This can lead to exposure bias [270], where errors
cause the model to enter parts of the output space it has not encountered during training,
potentially leading to poor outputs. One can alternatively use scheduled sampling [19],
where during training, the model is gradually exposed to its own predictions, bridging the
gap between training and inference. For transformers, scheduled sampling is less effective
and often unnecessary since the transformers attend to all previous positions, which makes
the system less prone to accumulating errors over time steps [217]. Additionally, since
transformers process input tokens in parallel and not sequentially, scheduled sampling can be
computationally inefficient.

2.3.2 Stochastic Gradient Descent

The previous section discussed training networks by minimising the loss function. However,
since θθθ parametrises deep complex non-linear functions, it is typically not possible to find a
closed-form solution of the parameters that exactly minimise the loss. To enable practical op-
timisation of networks, deep learning systems are intentionally designed to be differentiable,
and gradient descent [273, 279] methods along with gradient backpropagation [280] can be
used to iteratively update the parameters. Let θθθ ∈RP be the vectorised model parameters,
where P represents the total number of individual learnable scalar parameters of the system.
Gradient descent iteratively estimates the local gradients and then updates the parameters by
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taking a step in the direction that minimises the loss locally,

θθθ t+1 = θθθ t−η
∂L(θθθ)

∂θθθ

∣∣∣∣
θθθ t

(2.46)

where η is the learning rate and θθθ t represents the model parameters at iteration t. A drawback
of standard gradient descent, though, is that the loss is calculated over the entire dataset,
which makes each update step very computationally expensive and impractical for real-world
scenarios. Therefore a more popular optimisation approach is stochastic gradient descent
(SGD) [25], an extension of gradient descent, where instead of calculating the gradients with
respect to the entire training data, the gradients are calculated using a subset of randomly
drawn samples. However, a known issue of SGD is its slow convergence due to sudden
large changes in gradients caused by the noisy estimates from the mini-batches [258, 305].
Therefore, optimisation approaches typically incorporate a momentum term that helps to
stabilise the updates and accelerate convergence. The momentum term [254] accumulates
past gradients and adds them to the current gradient,

mt = γmt−1 +η
∂L(θθθ)

∂θθθ

∣∣∣∣
θθθ t

(2.47)

θθθ t+1 = θθθ t−mt (2.48)

where mt is the momentum at iteration t and γ is the momentum coefficient that controls
how much momentum is carried forward to the current step (typically between 0.9 and
0.99). Improved optimisers that enhance the basic momentum updates include AdaGrad [59],
RMSprop [116], Adam [152] and AdamW [194]. For example, AdamW, which has gained
considerable traction and has shown to yield good convergence, has updates that take form,

mt = β1mt−1 +(1−β1)
∂L(θθθ)

∂θθθ

∣∣∣∣
θθθ t

m̂t =
mt

1−β1
(2.49)

vt = β2vt−1 +(1−β2)

(
∂L(θθθ)

∂θθθ

∣∣∣∣
θθθ t

)2

v̂t =
vt

1−β2
(2.50)

θθθ t+1 = θθθ t−η

(
m̂√

v̂t + ε

)
−ηλθθθ t (2.51)

where β1 and β2 are scalar hyperparameters that control the rates of decay for momentum
and velocity, respectively, λ is a hyperparameter that controls the weight decay factor, and ε

is a small constant added for numerical stability. Note that AdamW decouples the weight
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decay from the gradient updates, and without the ηλθθθ t term, the optimiser would function
as the Adam optimiser [152], another widely used optimiser.

2.3.3 Regularisation

The parameters of deep neural networks are known to be prone to overfitting training data,
where the model may fit various peculiarities of the training data rather than learning a
general predictive rule [52]. Regularisation is a common approach used to counteract this
and to incentivise learning simpler, more general solutions. Traditional approaches constrain
the model parameters. One such method is L2 regularisation [311], which encourages small
parameter values by adding an L2 penalty to the loss function,

Lreg(θθθ) = L(θθθ)+ ||θθθ ||2 (2.52)

Here, θθθ represents the parameters in vector form and ||u||n represents the Lp norm of vector
u ∈Rd , defined as:

||u||p =

(
d

∑
i=1
|ui|p

) 1
p

(2.53)

where ui are the individual elements of the vector u. Alternatively, L1 regularisation [229]
can be used to promote sparsity in the network,

Lreg(θθθ) = L(θθθ)+ ||θθθ ||1 (2.54)

Instead of acting directly on the parameters, one of the main regularisation techniques for
transformers is dropout [300]. During training, a model using dropout will randomly set
a percentage of the model’s neurons to zero, and the model proceeds with the remaining
connections. During inference, all neurons are active, but their outputs are scaled to maintain
the expected value of the activations, as illustrated in Figure 2.9. Dropout reduces overfitting
by encouraging the model to learn effective representations across different subnetworks,
preventing the network from relying on any single neuron or feature. The approach has
shown to be an effective regularisation technique that aids model training and improves
overall system performance and generalisation [120, 77, 320].
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(a) Standard DNN (b) DNN after applying dropout

Fig. 2.9 left: A FNN with two hidden layers. right: The FNN with dropout applied, where
crossed-out neurons are randomly sampled and dropped during training.

2.4 Inference Methods

The previous sections discuss common architectures for DNN systems, as well as how
training is performed to find optimised parameters θ̂θθ for LLMs of particular tasks. When
autoregressive LLMs are used for real-world generative applications, given an input text x1:N ,
the task is often to return an output text ŷ1:L. Given the learned model distribution, P(yyy|xxx; θ̂θθ),
where xxx refers to the entire text input, xxx = x1:N , and ŷyy denotes the entire output sequence,
ŷyy = ŷ1:L, inference aims to find the most likely output sequence,

ŷyy = argmax
yyy

P(yyy|xxx;θθθ) (2.55)

Though for sequence-to-sequence tasks, for a particular back history, probabilities are typi-
cally estimated at the token level, P(y j|ŷ1: j−1,xxx;θθθ). It is infeasible to search over the entire
space of possible output sequences and find the maximum likelihood solution. Further,
traditional dynamic programming approaches [322] rely on conditional independence as-
sumptions and are inapplicable since small differences in the back-history will cause different
token-level output PMFs, even with similar previous tokens. Therefore, in practice, the
maximum likelihood search is approximated by one of the following methods:

2.4.1 Greedy Search

Greedy search is a decoding process where at each step, the system makes locally optimal
decisions. Given the input and current (incomplete) output, the system selects the token with
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the highest associated probability as the next token:

ŷ j = argmax
y∈V

P(y|ŷ1: j−1,xxx;θθθ) (2.56)

This process continues until the end-of-sequence token is generated. While computationally
efficient, the method does not consider potential future continuations of the sequence, and by
sticking to locally optimal decisions, the method may miss out on better overall sequences.

2.4.2 Beam Search

To address the limitations of greedy search, beam search instead maintains a set of k most
probable partial sequences, called beams. At each step, each beam is expanded by considering
all possible next tokens for the beam, and then the k most probable beams form the new beam,
where the probabilities are that of the entire sequence and not just the current token, as shown
in Algorithm 1. Beam search offers a trade-off between output quality and computational
complexity. A larger beam width achieves a more comprehensive search, though with
increased computation time.

Algorithm 1 Beam Search

1: Initialise beam B1 = {(<START>,0)}
2: for j = 2 to L do
3: C j← /0 ▷ Candidates
4: for (y1: j−1,s) in B j−1 do
5: for y in V do
6: s′← s+ logP(y|y1: j−1,xxx;θθθ)
7: C j←C j∪{(y1: j−1⊕ y,s′)}
8: end for
9: end for

10: B j← top-k(C j) ▷ Select top k candidates
11: if <END> ∈ y1: j for any (y1: j,s) in B j then
12: break
13: end if
14: end for
15: return top-1(B j)

2.4.3 Sampling

A limitation of deterministic methods such as greedy and beam search is the lack of diversity
in responses. As an alternative, sampling introduces randomness into the generation process
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by sampling tokens:

ŷ j ∼ P(y|ŷ1: j−1,xxx;θθθ) (2.57)

Sampling can produce more diverse outputs, which can be beneficial for generative NLP tasks
where creativity and novelty are required, such as story generation [68] or chatbot response
generation [215]. However, sampling may sometimes yield low-quality or incoherent results,
especially when sampling from low-probability tokens. To mitigate this, variants like top-
K [68] and top-p (nucleus) sampling [124] restrict the sampling space to more likely options.
Top-K sampling considers only the K highest probability tokens, while top-p sampling
dynamically selects the smallest set of top tokens whose cumulative probability exceeds a
threshold p.

2.5 Chapter Summary

This chapter discussed the fundamental building block for deep learning architectures. First,
the basic deep learning blocks were introduced, motivating the development of networks from
feed-forward networks to transformers. The transformer architecture was then examined
in detail, highlighting its various components and architectural variants. The chapter also
examined network optimisation and how stochastic gradient descent can be applied to update
model weights, searching for the parameters that minimise the training criterion. Lastly,
the chapter presented various inference methods for generating responses using trained
autoregressive LLMs.





Chapter 3

NLP Foundation Models

Traditionally, deep learning systems were initialised from scratch and trained using supervised
data [359, 155]. Supervised training, though, is constrained by the need for large-scale
labelled training data, which can be time-consuming and expensive to manually annotate.
Transfer learning [309, 235] can be applied to overcome this issue, where instead of training
a model from scratch, knowledge from one or more source tasks can be transferred to a target
task. Extending this idea further, foundation models [24] are machine learning models that
have been trained on a large quantity of diverse data and have gained general abilities over a
wide range of use cases. These models acquire powerful representation abilities which can be
used as a backbone, providing favourable initialisation for fast convergence to downstream
tasks or, in some cases, immediate zero-shot abilities. The concept of a foundation model
is not new; it builds on deep neural networks and self-supervised learning, ideas that are
decades old [281, 166]. However, with the availability of faster computational resources
and the increasing scale of available digital data, the current generation of foundation
models has revolutionised many different fields, including Natural Language Processing
(NLP) [51, 30, 2], Computer Vision (CV) [55, 262] and Audio Processing [11, 92].

The previous chapter introduced the transformer (§2.2), which has become the dominant
model within NLP [241]. In particular, the success of transformers is largely attributed to
their effective transfer learning abilities, where pre-training them as Large Language Models
(LLMs) unlocks strong language understanding capabilities across a wide range of NLP
tasks [51, 2, 227]. This chapter discusses various NLP foundation models, focused on those
utilised in this thesis. This chapter first discusses self-supervised learning (SSL) and common
objectives used to pre-train the systems (§3.1), details various pre-trained LLMs and their
typical downstream use-cases (§3.2), and discusses system alignment (§3.3)
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3.1 Self-Supervised Learning

Most data is unlabelled, but the absence of supervised labels makes extracting meaningful
insights from unlabelled data challenging. Traditional unsupervised learning approaches
aim to discover inherent patterns and structure in data through techniques like clustering
and dimensionality reduction, but these methods can be limited in their ability to learn rich,
transferable representations. Self-supervised learning (SSL) addresses this limitation by
automatically generating supervisory signals from the unlabelled data itself, using pretext
tasks to create supervisory signals [53, 98], which can enable models to learn meaningful
feature representations that can benefit downstream tasks. The term “pretext” indicates that
it does not solve the primary task but serves as a pre-training task for the model to capture
better representations within the domain.

This section will describe common pretext tasks used in NLP, highlighting typical objec-
tives such as causal language modelling [264] and masked language modelling (MLM) [51],
which are commonly used for pre-training LLMs.

3.1.1 SSL objectives within NLP

Within NLP, there are several forms of self-supervised tasks, most of which harness the strong
contextual information present in texts. In particular, the dominant self-supervised tasks
are often language modelling based, where during pre-training the system is first trained to
model the underlying distribution of words given unidirectional or bidirectional context. This
can be a powerful pretext task, as in order to determine which words are likely in particular
contexts, the system needs to develop a good understanding of language, linguistic structure
and simple world knowledge [51, 276]. Further self-supervised classification objectives
such as next sentence prediction (NSP) have also been introduced, however usually with the
intention to develop an additional ability that may also be useful for downstream tasks. The
following are common self-supervised objectives within NLP:
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Causal Language Modelling

Causal LM

<S> the cat on thesat

mat

Causal LM

<S> the cat on the matsat

the cat on the matsat </S>

Fig. 3.1 Causal Language Modelling, at both the token-level and parallelised training.

The objective of causal language modelling is to predict the correct next token given the
previous context. The input tokens x1:N include the addition of special tokens, such as the
start of sequence token, x1 = <s>, and the end of sequence token xN = <\s>. For each
position, the system predicts the probability distribution of the next token causally, such that
for each token in the input sequence, only the preceding tokens are used when predicting
the current token. Each position uses the true back-history, enabling efficient parallelism of
the process via the causal self-attention within the transformer architecture. This process is
illustrated in Figure 3.1, where the left diagram illustrates the autoregressive nature of the
model, while the right diagram demonstrates that due to the model’s causal structure, each
position can be trained in parallel using teacher forcing [338]. Given an unlabelled dataset
Dx = {xxx(i)}M

i=1 of text passages, where xxx is used to refer to the entire text input, xxx(i) = x(i)1:N ,
the loss function for causal language modelling takes the form,

L(θθθ) =−1 · 1
M
·

M

∑
i=1

N−1

∑
k=1

logP(x(i)k+1|x
(i)
1:k;θθθ) (3.1)

θθθ denotes the model parameters, and the dependence of the length of texts N with i is dropped
for simplicity. As the loss is often averaged only across samples and not normalised by
N, each token contributes equally to the loss, resulting in sequences of different lengths
contributing unevenly to the overall loss.
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Masked Language Modeling

Model

do or [MASK] not is nothere

do or do not is no trythere

[MASK]

do or not is notheredo pressure

Model

do or [MASK] not is nothere

do or do not is no trythere

[MASK]

orig. orig. orig. orig.repl.repl. repl.

do or not is notheredo pressure

orig.

Fig. 3.2 left: Masked Language Modelling, where input tokens are randomly masked and
the model predicts the original token. right: Replaced Token Detection, where a model
randomly replaces tokens and the model predicts whether the token was replaced.

The previous causal language modelling learns the unidirectional context of the word, using
only information from previous words. The resulting token representations may, therefore,
not have full contextual awareness and not account for all available token information.
Masked Language Modeling (MLM) [51, 185, 110] is a pre-training methodology that
enables systems to learn bidirectional context. In MLM, instead of causally predicting each
word, random tokens are masked or corrupted, and the training objective is to recover the
original values of these masked tokens. For a set of masked positions for the i-th text passage,
M(i), the MLM objective can be formulated as:

L(θθθ) =−1 · 1
M
·

M

∑
i=1

∑
k∈M(i)

logP(x(i)k |xxx
(i)
\M;θθθ), (3.2)

where xxx(i)\M represents the input sequence with all tokens inM(i) masked out. This process
is depicted in Figure 3.2. MLM systems make predictions under a conditional independence
assumption, where each masked token is predicted without considering the predictions at
other masked positions. As MLM is not an autoregressive process, a system pre-trained with
MLM objectives may not have effective generative abilities. Hence, MLM is primarily used
to pre-train discriminative models [51] or systems that provide feature representations for
downstream tasks [325, 349].
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Replaced Token Detection

The previous MLM pretext task can be seen as training a denoising autoencoder, where the
objective is to correct a corrupted input. For MLM, a small subset of the unlabelled input
sequence is masked (typically 15%), which may be inefficient as the network only learns
from a small subset of the tokens. As an alternative, replaced token detection (RTD) [45]
learns to distinguish real input tokens from plausible but synthetic tokens generated by a
smaller masked language model, as illustrated in Figure 3.2. Let x̃xx(i) be the text generated
by the smaller MLM where all tokens in M(i) have been replaced. The discriminator,
parameterised by θθθ , predicts the probability that the k-th position was replaced, P(yk|x̃xx(i);θθθ),
where yk ∈ {0,1} denotes whether the k-th token was replaced. The loss function is then the
binary cross-entropy loss:

L(θθθ) = −1
M

M

∑
i=1

1
N

N

∑
k=1
1(k ∈M(i)) · logP(yk=1|x̃xx(i);θθθ)+1(k /∈M(i)) · logP(yk=0|x̃xx(i);θθθ)

RTD is claimed to have two advantages over MLM: first, MLM has a mismatch between
pre-training and fine-tuning, as the [MASK] token is essential in pre-training but is never seen
in fine-tuning. Secondly, the model now learns from all input tokens instead of just a small
masked-out subset, making the process more efficient.

Denoising Autoencoding for Encoder-Decoder Models

For encoder-decoder systems [171, 266], the input is typically processed by the encoder
while the decoder autoregressively generates the output. Given an input sequence, x1:N ,
and current generated text, y1:k−1, the encoder-decoder model learns to predict the prob-
ability of the next generated token given the input text and previously generated context,
P(yk|y1:k−1,x1:N ;θθθ). One can extend denoising autoencoding objectives [321] to pre-train
encoder-decoder systems. Similar to MLM, the input sequence can be corrupted using token
masking, where tokens or contiguous text spans can be replaced with a single masked token.
Given a corrupted sequence xxx(i)\M, the encoder-decoder system can learn to reconstruct the

original, uncorrupted input sequence xxx(i):

L(θθθ) =−1 · 1
M
·

M

∑
i=1

logP(xxx(i)|xxx(i)\M;θθθ) (3.3)

=−1 · 1
M
·

M

∑
i=1

N

∑
k=1

logP(x(i)k |x
(i)
1:k−1,xxx

(i)
\M;θθθ) (3.4)
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Alternatively, instead of autoregressively generating the entire sequence, the decoder can be
trained to predict only the masked tokens within the sequence (which is depicted in Figure
3.5a).

Next Sentence Prediction

Many NLP tasks require a system to reason about the relationship between pairs of text. There-
fore, in addition to MLM, some systems also use the Next Sentence Prediction (NSP) [51]
pre-training task. Here, two texts are separated by a special token, and the objective of the
system is to determine whether the second text logically follows from the first text (which
can be seen visualised in Figure 3.4). This helps the model understand the relationships
between sentences and is hypothesised to be beneficial for tasks such as question answering
and Natural Language Inference [26].

3.2 NLP Foundation Models

Fig. 3.3 Timeline of the size and architecture of popular pre-trained transformers.

Having established common pretext tasks, this section now provides the details of various
pre-trained transformers. Pre-trained transformers have emerged as the dominant approach
for NLP tasks. The transformer’s prevalence over recurrent networks is primarily attributed to
two main factors: firstly, RNNs [63] and many of their variants face challenges in modelling
long-range dependencies due to vanishing gradients [121]. Secondly, RNNs are inherently
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sequential, and the hidden representations have to be iteratively calculated at each time step,
which makes training computationally expensive and limits the maximum practical size of
these models. In contrast, the parallel nature of transformers enables these systems to scale
rapidly in size, with empirical scaling laws [147] demonstrating consistent performance
improvements [41, 123]. Transformers have, therefore, scaled up rapidly; the first iteration
of the Generative Pre-trained Transformer (GPT) [264] had 117 million parameters, while
5 years later, GPT-4 [2] is hypothesised to have over 1 trillion parameters [207]. With the
accelerated rate of development in the field, state-of-the-art models are continually evolving
and new NLP foundation models are frequently released, with Figure 3.3 presenting a
timeline of recent popular pre-trained LLM releases. The rapid progression in the field has
led to new models frequently outperforming their predecessors, with systems only transiently
being state-of-the-art before being displaced. This section examines several prominent and
influential NLP foundation models, describing their architecture, self-supervised training
methodologies and downstream applications. These models will support the experiments
throughout the rest of this thesis, and so an in-depth understanding of these systems is
provided.

3.2.1 Encoder-only Foundation Models

Section 2.2 presented an overview of various transformer architectures. For tasks that involve
analysing and classifying textual inputs rather than directly generating text, the encoder-only
architecture can be an effective choice. The central component of this architecture is the
multi-head self-attention mechanism, which is non-causal and where each token in the input
sequence can attend to all other positions. This bidirectional context enables these models
to capture rich, context-aware representations. However, a drawback is that these systems
are not designed for autoregressive text generation. Therefore, instead of directly using the
language modelling abilities of the foundation model, encoder-only foundation models are
typically used to provide effective representations that can be adapted to particular tasks.

To align with their architectural design, encoder-only transformers are typically pre-
trained using denoising objectives, such as masked language modelling or replaced token
detection. These pre-training strategies enable the model to develop a representation of
language structure and semantics [276], though they have to be fine-tuned for particular
tasks (which will be discussed in the next chapter, §4.1.2). This section covers four popular
pre-trained encoder-only transformers: BERT [51], RoBERTa [185], ELECTRA [45] and
DeBERTa [110].
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BERT

[MASK][CLS] [SEP]

NSP Head

the cat on the mat the [MASK]brown fox [SEP]jumped

Vocab
Classifiation

Vocab
Classifiation

sentence 1 sentence 2

Fig. 3.4 BERT pre-training set up. Two sentences are combined with special tokens, in this
example yielding x1:14. The system predicts whether the second sentence follows the first
(ŷnsp) as well as the identity of each masked token.

BERT

The first and possibly the most well-known pre-trained encoder-only LLM is the Bidirectional
Encoder Representations from Transformers (BERT) [51]. Pre-training in BERT is achieved
by first randomly selecting 15% of the input tokens, where 80% of these tokens are masked,
10% corrupted to a random token and 10% left as the original token. BERT is trained with
the MLM pre-training objective and further incorporates the Next Sentence Prediction (NSP)
as a second pre-training objective. Beyond the [MASK] token, BERT uses two further special
tokens, the [CLS] token, which is used to mark the start of the input, and the [SEP] token,
which is used to both separate the two input texts at training (for NSP) and mark the end of
the input sequence (illustrated in Figure 3.4). The model is pre-trained on the BooksCorpus
(800M words) and English Wikipedia (2,500M words), using long continuous text sequences
to capture broader context. The model is available in two different sizes: BERT-base, which
has 110M parameters, or BERT-large, which has 330M parameters.

RoBERTa

RoBERTa [185] (Robustly Optimised BERT Approach) is another MLM-based system that
builds upon BERT but with several modifications. It eliminates the NSP objective after
empirical studies revealed that the NSP objective had limited performance improvements.
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The model is hence trained using single contiguous text sequences and not using two
separate texts as done in BERT, enabling the system to model longer contextual dependencies.
Additionally, RoBERTa is trained on substantially more data, combining datasets such as
BooksCorpus and CommonCrawl News, which combined is approximately ten times larger
(30B words) than the amount of data used to train BERT. RoBERTa is trained for more
training epochs and, similar to BERT, is available as RoBERTa-base (110M parameters) or
RoBERTa-large (330M parameters).

ELECTRA

ELECTRA [45] was the first pre-trained transformer to use replaced token detection (RTD)
pre-training. Similar to BERT, 15% of the input tokens are masked and replaced, but for RTD,
the discriminator is trained to determine which tokens were replaced by the generator. The
generator and discriminator are trained jointly in an adversarial manner, alternating between
updating the generator and the discriminator, and the discriminator is then used as the
foundation model. ELECTRA is trained on the same pre-training data as BERT (Wikipedia
and BooksCorpus) and is available as ELECTRA-base (110M) or ELECTRA-large (330M).

DeBERTa

Decoding-enhanced BERT (DeBERTa) is another extension of BERT. The first DeBERTa
modification is to decouple token representations from the positional embeddings. This
approach allows the attention mechanism to consider three types of interactions: between
word representations themselves (content-to-content), between word representations and
their relative positions (content-to-position), and between relative positions and word repre-
sentations (position-to-content). Additionally, DeBERTa incorporates absolute positional
embedding in the final decoding layer before the softmax. DeBERTa is trained using 80GB of
text data (15M words), where the first version was trained using masked language modelling,
and later versions using replaced token detection. DeBERTa is available as DeBERTa-base
(140M), DeBERTa-large (430M) and DeBERTa-XL (1.5B).

3.2.2 Decoder-only Foundation Models

The next architecture considered is the decoder-only transformer. Decoder-only transformers
are characterised by their causal attention mechanism, where each token only attends to
previous tokens, enabling autoregressive text generation. In contrast to encoder-only models,
which are often trained as MLMs, decoder-only transformers are usually trained using causal
language modelling. This involves sequentially predicting the next token in the text sequence,



42 NLP Foundation Models

enabling these systems to generate text by iteratively predicting and appending tokens to
the growing output sequence. These models have gained significant popularity [264, 314,
139], as they use a single transformer stack for both feature representation and generation.
This eliminates the encoder stack, making decoder-only models more computationally
efficient than encoder-decoder architectures (such as T5 [266]). With the growing scale of
models, decoder-only transformers are progressively becoming the most common transformer
architecture, with nearly all recent state-of-the-art systems adopting this architecture [314,
139, 308]. Although many decoder-only transformers are similar architecturally, they differ
in size, training data, and alignment. This section will discuss various popular decoder-only
foundation models, including the GPT series [264, 265, 30], Llama [314], and Mistral [139].

GPT

The concept of a pre-trained transformer was first introduced by OpenAI with the release of
the Generative Pre-trained Transformer (GPT) [264]. The inaugural model, GPT-1, featured
a 12-layer decoder-only transformer with 117 million parameters, trained on the BookCorpus
dataset, containing approximately 800M words. GPT-2 [265] was next in the GPT series,
expanding on its predecessor by increasing the parameter count to 1.5 billion and training
on the larger WebText corpus (10B words). This progression continued with GPT-3, which
scaled the model up to 175 billion parameters and trained the system on diverse data totalling
570 GB of text. The substantial increase in model size and training data enabled GPT-3 [30]
to achieve unprecedented abilities, which led to widespread attention from the research
community and the general public. Next, GPT-4 was released and demonstrated another
large jump in performance, though many technical details of this system remain undisclosed.
A key advancement in GPT-4 and later releases of GPT-3 were their instruction-following
capabilities [234], which could be prompted zero-shot/few-shot for downstream tasks, which
will be discussed in greater detail later in this chapter (§3.3.4). Multiple versions of GPT-3
and GPT-4 were released by OpenAI, though only accessible by closed black-box APIs. The
parameters and technical details of GPT-3 and GPT-4 are not publicly available.

Llama

Llama [314] was a decoder-only transformer released by Meta. Unlike OpenAI’s closed-
source GPT models, Llama is an open-source language model with its architecture publicly
documented and weights available for download by researchers and developers alike. Three
versions have been released to date: Llama1, Llama2 and Llama3. The models were released
within a year, with improvements seen even for models of the same size, demonstrating that
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data-centric approaches can also lead to improved performance. The models are available
in different sizes: Llama1 [313] (7B, 13B, 33B, 65B), Llama2 [314] (7B, 13B, 70B) ) and
Llama3 [58] (8B, 70B). Llama1 was trained on 1.4T tokens, llama2 on 1.8T tokens, and
LLama3 on 15T multilingual tokens. Llama uses rotary positional embeddings. These
models are also available in instruction-following checkpoints, where the base system has
been further instruction-tuned to respond effectively to specific prompts and instructions
(§3.3.3).

Mistral

Mistral [139], released by Mistral AI, is an open-source decoder-only transformer model.
The focus of Mistral’s design is on efficiency, aiming to achieve competitive performance
with a moderate parameter count. This is achieved by leveraging sliding window atten-
tion [37], which limits the attention mechanism to a local window around each token, and
grouped-query attention [3], where the queries from different heads share the same key-value
projection weights. Mistral is available as a 7B model trained on 1 trillion tokens, as well as
a version that is further instruction-tuned.

3.2.3 Encoder-Decoder Foundation Models

The final type of systems considered are pre-trained models based on the encoder-decoder
transformer architecture. This architecture, proposed in the original transformer paper [320],
features an encoder that processes the input sequence and a decoder that autoregressively
generates tokens. While recent pre-trained generative transformers have predominantly been
decoder-only, there have been several popular pre-trained encoder-decoder transformers. One
notable example is T5 [266], which will be discussed next.

T5

T5 (Text-to-Text Transfer Transformer) [266] is an encoder-decoder model pre-trained on a
mixture of both unsupervised and supervised tasks, where all tasks are formatted in a unified
text-to-text framework. For the self-supervised training, 15% of the tokens are randomly
removed and replaced with individual sentinel tokens (where several consecutive removed
tokens are grouped into a single sentinel token). While for supervised training, tasks from
GLUE [325] and SuperGLUE [328] are converted into a text-to-text format, and the system
is trained to produce the targets given the inputs. Figure 3.5 depicts these pre-training
tasks. The input to the encoder is the corrupted sentence, while the decoder has to predict
the original sentence. T5 was trained on the Colossal Clean Crawled Corpus (C4), which
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contains 750GB of text (174B words). T5 uses learned relative scalar embeddings and has
a maximum token length of 512. The models are available in five sizes: T5-small (60M),
T5-base (220M), T5-large (770M), T5-xl (3B), and T5-xxl (11B). The T5 models were also
later adapted to FlanT5 [42, 193], which are T5 models further instruction-tuned (§3.3.3)
to have instruction-following capabilities, a property which will be discussed in the next
section.

Encoder Decoder

thank you <X> me to your party <Y> week

<X> for inviting <Y> last <Z>

Text corruption

thank you for inviting me to your party last week

(a) Unsupervised Pre-training Obective for T5.

Encoder Decoder

translate to German: That is good

Das    ist    gut

(b) Supervised Pre-training Task for T5.

Fig. 3.5 Illustration of the T5 pre-training set ups.

3.3 Alignment

The NLP foundation LLMs discussed in the previous section (§3.2) were pre-trained with
language modelling objectives on vast amounts of textual data. Pre-training provides the
system with powerful representations that are useful for downstream tasks and enables
generative systems to generate coherent and convincing responses. Although unsupervised
pre-training provides good initialisation for the systems, these unsupervised tasks may not
alone be sufficient for achieving good performance towards bespoke NLP tasks. This section,
therefore, considers how to adapt models towards particular tasks and aligning the model
with desired capabilities. In this context, alignment refers to the process of modifying
the model’s behaviour to better match desired outcomes, intended use cases and human
preferences. Several alignment approaches are discussed, including aligning NLP foundation
models by fine-tuning using domain-specific supervised data, instruction tuning [193, 348]
and reinforcement learning by human feedback (RLHF) [234]. The final two approaches
describe the process of developing instruction-following LLMs, where models can then
be leveraged for general tasks through zero-shot or few-shot natural language instruction
prompting [265, 30, 80].
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3.3.1 Task-Specific Finetuning

Traditional deep learning systems are often trained end-to-end, where the system jointly
learns meaningful feature representations and inference predictions by training all model
parameters on labelled data. When pre-trained transformers were first introduced [51], the
models were adapted to particular tasks with the ‘pre-train and fine-tune’ paradigm. Here,
instead of randomly initialising the model weights, the weights from pre-training are used as
a starting point to initialise the model. Pre-training is hypothesised to provide useful feature
representations that can effectively be adapted to new tasks. In the second fine-tuning stage,
all model parameters are then updated to minimise a particular task objective. Fine-tuning
typically updates all model parameters, as well as the parameters of any task-specific heads
required to convert the representations to output decisions. The ‘pre-train and fine-tune’
paradigm offers many advantages over training from scratch, such as better data efficiency,
better out-of-domain robustness, as well as better model performance [51, 185, 113]. The
practical details of the methodology will be discussed in greater detail later in section 4.1.2.

3.3.2 Emergent Abilities of LLMs

Although initially task-specific fine-tuning was the dominant paradigm to adapt models to
tasks, researchers observed that due to the vast and diverse data seen in pre-training, LLMs
could exhibit ‘emergent’ abilities, performing tasks they were not explicitly trained to do.
Examples of emergent abilities include:

• Zero-shot performance by task reframing: Emergent abilities were first observed
by framing tasks in ways similar to the pre-training task. BERT [51] demonstrated
promising results when tasks were presented in a cloze-style format [80, 286], while
GPT-2 [265] showed unexpected summarisation capabilities when prompted with ‘tldr:’
(which is a common online abbreviation for too long didn’t read).

• In-context learning: As models grew larger and were trained on more diverse datasets,
new capabilities were uncovered. GPT-3 [30] was found to be able to perform in-
context learning, where including a few input-output examples in the prompt allowed
the model to perform a select target downstream task.

• Chain-of-thought reasoning: By prompting LLMs to think step-by-step and provide
its chain-of-thought reasoning [331], model demonstrated stronger abilities for complex
reasoning tasks.
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Fig. 3.6 Illustration of emergent abilities that LLMs can demonstrate. left: standard prompt-
ing with in-context example (where there is one example). right: the equivalent process
where the examples now probe for chain-of-thought reasoning. The example was taken from
[331]

.

Figure 3.6 illustrates some of these prompting approaches. These applications demonstrated
that pre-training could provide a strong foundation of general language understanding and
generation for these LLMs, enabling these models to adapt to various tasks without task-
specific training. While these findings illustrated that there was potential for a single general
model to be used for a diverse array of tasks, both zero-shot and few-shot methods lagged
behind state-of-the-art methods achieved through direct fine-tuning. Further, reliably guiding
the models to accurately execute tasks remained a substantial challenge. This highlighted the
need for new techniques to bridge the gap between general model ability and task-specific
expertise.

3.3.3 Instruction Tuning

Instruction tuning [330] emerged as a promising solution for systems to achieve good
performance while being general and applicable to a wide range of diverse tasks. By noting
that models demonstrated impressive performance when directly fine-tuned to tasks, an
intuitive starting point was to fine-tune a single LLM on multiple tasks simultaneously
in a multi-task fashion. The key innovation in instruction tuning lies in its unified task
representation; by framing diverse NLP tasks as natural language instructions, researchers
created a consistent format that allows a single model to handle multiple tasks without
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task-specific architectures [154] or output heads. This approach not only simplifies the model
architecture but can also enable the model to generalise to new unseen tasks more effectively.
The instruction tuning process can be summarised as follows:

1. Dataset Collection The first step is to construct the instruction tuning dataset. These
datasets leverage the vast number of existing NLP datasets available across diverse
tasks [325, 160, 275]. For each selected benchmark, human annotators create natural
language templates to seamlessly frame all tasks in a consistent instruction-output
format. Popular instruction tuning datasets include FLAN [193, 330], SuperNatu-
ralInstructions [328] and Prompt-Source [9], which each adapt a diverse range of
tasks with their own curated instruction sets. For instance, the FLAN collection [193]
encompasses over 1,800 distinct NLP tasks in its held-in training set, each of which is
reformulated with natural language instructions.

2. Instruction Tuning The instruction tuning process [330] fine-tunes (§3.3.1) a pre-
trained language model on all the instruction-formatted datasets. The model learns to
generate the output labels given an input instruction (the input framed with the task
instruction), for the training data points of the held-in dataset. By fine-tuning to all
tasks simultaneously, with natural task instructions included in the input, the same
model learns to generalise to many NLP tasks and be guided using natural instruction
prompts [193, 330].

Instruction tuning emerged as an effective approach for model alignment in NLP. On held-
in training tasks, instruction-tuned systems achieved performance that rivals, sometimes
surpassing, direct task fine-tuning. These systems also exhibit good generalisation abilities,
performing well to unseen tasks from the held-out set. Despite these strengths, instruction
tuning faces several limitations, including:

1. Output Diversity Challenges: Many generative tasks may have multiple valid, high-
quality outputs for a particular input. Supervised fine-tuning treats the reference as the
single correct response and penalises other valid response continuations, potentially
limiting the diversity of the system’s output.

2. Lack of Nuanced Understanding: Maximum-likelihood training treats all incorrect
tokens equally without considering the degree or nature of the error. For example,
given the reference “Avatar is a fantasy movie,” the response “Avatar is an adventure
movie” is more acceptable than “Avatar is a fantasy musical”, but traditional training
methods would assign a similar loss to both.
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3. Dataset Contraints: Instruction tuning relies heavily on supervised data, which
requires manual annotation. While there is currently a diverse range of labelled
NLP benchmarks available, incorporating new tasks into instruction tuning datasets
necessitates additional manual annotation efforts.

Reinforcement Learning with Human Feedback [234] (RLHF), which will be discussed in
the next section, addresses these limitations and can be applied to achieve better alignment
than purely with supervised instruction tuning

3.3.4 Reinforcement Learning by Human Feedback

SFT
dataset

Base LLM Instruction
following LLM

input
 instruction

response 1

response 2

response 2
>

response 1

Supervised Fine-Tuning Reward Model Training Policy Optimization

Fig. 3.7 Diagram depicting the three stages of reinforcement learning by human feedback.

Reinforcement Learning from Human Feedback (RLHF) is an alignment technique that
addresses the limitations of traditional instruction tuning alignment. While supervised
instruction tuning relies on a single reference for each input, RLHF captures a more nuanced
understanding of human preferences across a diverse range of possible outputs and trains
systems to generate responses more closely aligned with human values and preferences.
The RLHF alignment pipeline, depicted in Figure 3.7, typically consists of three stages:
supervised fine-tuning (instruction tuning), reward model training and policy optimisation.

Stage 1: Supervised Fine-Tuning

The first step is to equip the model with basic instruction-following abilities. This is achieved
by performing instruction tuning where, as discussed in section 3.3.3, the model is trained to
emulate labelled data of diverse input requests and gold standard reference responses. This
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stage serves as a foundation for the subsequent RLHF stages, providing the model with the
capabilities to initially generate reasonable responses.

Stage 2: Reward Model Training

A central part of RLHF is the reward model. The reward model serves as a proxy for human
preferences in the training process and aims to capture the nuanced and often subjective
aspects of what makes a language model’s output high-quality. Once trained, the reward
model can assign a scalar value to any generated output, providing a clear optimisation target
for the language model.

To train the model, one has to first generate output samples from the model for human
annotators to evaluate. Given the current LLM parameters θθθ , inputs xxx can be sampled from
the distribution of possible user requests, xxx∼ P(xxx), where xxx contains both the task description
and input content. A corresponding system response can then be sampled from the LLM,
yyy∼ P(yyy|xxx;θθθ). The reward model R(yyy,xxx;θθθRM) aims to determine the quality of the response
yyy given the input instruction xxx. To train the reward model, given an input instruction xxx and
multiple model samples yyy1:N , human evaluators are given a pair of responses and asked which
one is preferred. This creates the dataset of human preferences DRM = {(xxx(i),yyy(i)w ,yyy(i)l )}M

i=1,
where yyyw denotes the preferred responses and yyyl the less favoured response. The reward model
is trained to maximise the likelihood of the human preferences under the Bradley-Terry [27]
model,

LRM(θθθ RM) =−1 · 1
M
·

M

∑
i=1

logσ
(
R(yyy(i)w ,xxx(i);θθθ RM)−R(yyy(i)l ,xxx(i);θθθ RM)

)
(3.5)

where σ(s) is the sigmoid function, σ(s) = 1/(1+ e−s). In practice, to speed up the data
collection, four to nine outputs from the same input are generated, and labellers are asked
to rank the responses. The update step is done for the entire batch but normalised by the
number of comparisons.

Stage 3: Policy Optimisation

With a trained reward model, the final stage involves updating the language model to generate
responses aligned with human preferences, as captured by the reward model. This is typically
achieved using Proximal Policy Optimisation (PPO), a reinforcement learning algorithm well-
suited for this task. Let Pθ (xxx,yyy) = P(xxx)P(yyy|xxx;θθθ), the objective function can be formulated as
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maximising the expected reward of the model under samples from Pθ (xxx,yyy):

LPPO(θθθ) =−1 ·E(xxx,yyy)∼Pθθθ (xxx,yyy)

[
R(xxx,yyy)+ log

Plm(yyy|xxx;θθθ)

Plm(yyy|xxx;θθθ 0)

]
(3.6)

where the second term is a Kullback–Leibler divergence [157] regularisation term to ensure
that the model does not overly reward-hack the reward model, and θθθ 0 the model parameters
directly after instruction tuning. As with standard optimisation approaches, the parameter’s
gradients with respect to the loss can be calculated, and the weight can be updated using
SGD (§2.3.2):

θθθ t+1 = θθθ t +∇θθθExxx,yyy∼Pθ (xxx,yyy)[R(xxx,yyy)+Lreg(θθθ)))] (3.7)

Where Lreg(θθθ) refers to the KL regularisation term. To compute this gradient, we can apply
the REINFORCE algorithm [337] using the log-derivative trick:

∇θθθ ∑
yyy
P(yyy|xxx;θθθ)R(xxx,yyy) = ∑

yyy
R(xxx,yyy)∇θθθP(yyy|xxx;θθθ) = ∑

yyy
R(xxx,yyy)P(yyy|xxx;θθθ)∇θθθ logP(yyy|xxx;θθθ)

which yields,

∇θθθE(xxx,yyy)∼Pθ (xxx,yyy)[R(xxx,yyy)] = Exxx∼P(xxx)Eyyy∼P(yyy|xxx;θθθ)[R(xxx,yyy)∇θθθ logP(yyy|xxx;θθθ)] (3.8)

This can be approximated using Monte Carlo sampling, allowing for practical gradient
descent. The reward model and LLM are trained sequentially and iteratively for several
training epochs.

3.4 Chapter Summary

This chapter introduced various NLP foundation models. The pre-trained systems were all
based on transformers, although based on various transformer architectures, including the
encoder-only, decoder-only, and encoder-decoder transformers. The chapter also listed key
pre-training self-supervised training tasks and discussed the details of popular pre-trained
LLMs. Finally, various methods of aligning systems to particular tasks were considered,
ranging from supervised fine-tuning, emergent prompting abilities, instruction-tuning and
RLHF. The pre-trained models introduced in this chapter will serve as the foundation models
used throughout the rest of the thesis.



Chapter 4

Classification, Scoring and Ranking

The previous chapter introduced the concept of a foundation model, a machine-learning model
trained on large-scale data with broad applicability across various downstream tasks [24].
Two widely researched and adopted applications of NLP foundation models are text classifi-
cation [54] and text evaluation [174], both of which have significant practical implications.
Both classification and text evaluation are key tasks frequently performed by NLP systems,
requiring robust and unbiased outputs, preferably achieved in a zero-shot fashion. This
chapter provides the background for these tasks and establishes approaches to leverage
NLP foundation models for text classification and text quality assessment. The subsequent
chapters will analyse the methods introduced in this chapter and examine potential biases
and spurious properties when these systems are deployed in real-world scenarios. Section 4.1
first considers the text classification and describes standard methodologies used to adapt NLP
foundation models for these tasks. Section 4.2 then examines text quality assessment and
covers the details of existing NLG assessment approaches, from reference-based, supervised
trained, and zero-shot prompted approaches. Section 4.3 then provides a background of com-
parative assessment, discussing standard models used to analyse the outcomes of pairwise
comparisons.

4.1 Text Classification

The objective of text classification [54] is to assign an input text to a category within a
fixed set of classes. This enables easy, cost-efficient, and scalable data analysis by trans-
forming unstructured textual information into structured insights [78]. The popularity of
text classification stems from its direct applicability to a myriad of practical problems, such
as analysing the evolving sentiment of users on a platform [342], identifying and filtering
fraudulent reviews [95, 230], or extracting useful input features in a pipeline [172]. Moreover,
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the discrete nature of classification outputs enables easy and convenient evaluation, with
metrics such as accuracy, F1 score [318] and AUC-ROC [107] effective at reliably evaluating
systems. This ease of evaluation has contributed to the prevalence of classification tasks in AI
research, where system capabilities are often assessed based on performance across various
classification benchmarks [325, 111]. This section will discuss the common application of
text classification and explores methodologies for leveraging pre-trained transformers for
text classification, laying the foundation for both chapter 5 and chapter 6.

4.1.1 Applications of Text Classification

Text classification is applicable to a wide range of tasks and serves various downstream
objectives. Its widespread adoption is not only due to the practical utility of automatic
classification in real-world settings but also due to its central role in accessing the natural
language understanding (NLU) abilities of systems. We will consider several popular NLP
tasks that have been widely adopted and studied by the research community. The main tasks
of interest, which will be studied in greater detail in later chapters in this thesis, are sentiment
classification, natural language inference and multiple-choice question-answering:

1. Sentiment Analysis: This task involves examining the emotional tone conveyed in
digital text, categorising it either as binary sentiment (positive or negative) or within
a wider spectrum of emotions (e.g. angry, sad, happy, etc.). Its applications include
monitoring customer satisfaction and brand image, content personalisation or political
analysis [284]. Benchmark datasets such as IMDB [200], Rotten Tomatoes [237], and
SST-2 [298] each serve as standard evaluation datasets within NLU research.

2. Natural Language Inference (NLI): NLI tasks assess a system’s ability to determine
the logical relationship between two sentences. Given two texts, a premise and a
hypothesis, the objective is to determine whether the hypothesis entails, contradicts, or
is neutral to the premise. This capability underpins various NLP applications, including
information retrieval, question-answering, and summarisation. Standard NLI datasets
include SNLI [26] and MNLI [336].

3. Multiple-Choice Question Answering (MCQA): MCQA tasks require a system to
select the correct answer from a set of options and are used to evaluate comprehension,
factual recall or reasoning abilities. For example, typical multiple choice reading
comprehension (MCRC) datasets provide the system with a contextual passage, a
question and a set of 4 options, and the system is then tasked with determining which
of the options is correct based on the passage. These tasks vary in complexity and
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type, ranging from passage-based reading comprehension to assessments of factual
knowledge. As NLP models have advanced, more challenging MCQA datasets have
emerged, including RACE++ [160], CosmosQA [130], ARC [46], and ReClor [343],
pushing the boundaries of language understanding and reasoning capabilities.

Examples of the inputs and objectives for each task are shown in Figure 4.1.

The customer support is amazing,
I love how the platform works!

Sentiment Analysis

Premise: The man has a guitar

Hypothesis: The man is playing the
                    saxophone

Natural Language Inferece

Sara has three sisters: Lara, Tara and Zara.
Lara is the oldest and loves Ballet. Tara...

Who is Sara’s oldest sister?
A) Zara   B) Lara   C) Yara   D) Tara

Multiple-Choice Question Answering

positive
 

( positive / negative )

contradiction
 

( entailment / neutral / contradiction )

B
 

( A / B / C / D )

Fig. 4.1 Examples of NLP tasks, showing the input, correct answer and possible classes.

4.1.2 Fine-Tuned Classification

There are several methodologies for leveraging NLP foundation models for particular tasks.
An early and highly popular methodology is the ‘pre-train and fine-tune’ paradigm [51].
This approach is motivated by the finding that the pre-trained parameters, θθθ 0, offer robust
representations and serve as a favourable starting point that enables fast convergence to
down-stream tasks [127, 140]. Therefore, one can use the foundation model’s pre-training
parameters, θθθ 0, as an initialisation point and then ‘fine-tune’ the parameters by further
training the system on labelled task data. Fine-tuning is the process of updating the model
parameters, θθθ 0→ θ̂θθ , where θ̂θθ represents the model parameters after fine-tuning, as well as
introducing any possible task-specific heads.

For a task T , assume there is the set of output classes, Y = {ω1,ω2, . . . ,ωK}, where
K is the total number of classes. The pre-trained system can be configured to model the
probability of assigning a specific class to the input text, P(y|xxx;θθθ). After initialising to
θθθ 0, fine-tuning is performed by optimising all model weights on the task training criterion,
which for classification is usually the cross entropy loss. Given a labelled task dataset
D = {(xxx(i),y(i))}M

i=1, the model parameters that minimise the negative log-likelihood loss
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(which is equivalent to minimising the cross-entropy with hard labels) can be defined as,

L(θθθ) =−1 · 1
M
·

M

∑
i=1

logP(y(i)|xxx(i);θθθ) (4.1)

where the fine-tuned parameters θ̂θθ are the weights that minimise the loss, typically approxi-
mated using batched stochastic gradient descent (§2.3.2),

θ̂θθ = argmin
θθθ

L(θθθ) (4.2)

When deployed for inference, the prediction is the class with the high associated probability,

ŷ = argmax
y∈Y

P(y|xxx; θ̂θθ) (4.3)

The classification probabilities, P(y|xxx;θθθ), can be formulated based on the system architecture.
In this thesis, fine-tuning will mainly be applied when training encoder-only transformers.
If a pre-trained system returns text representation, hcls ∈Rd , then this representation can
be converted to an output probability distribution by introducing a classification head with
weights W ∈ RK×d and bias b ∈ RK . The classification head is a single linear layer that
provides the logits associated with each class ωk,

hcls = Encode(xxx;θθθ) (4.4)

P(ωk|xxx;θθθ) =
exp(wT

k hcls+bk)

∑
K
j=1 exp(wT

j hcls+b j)
(4.5)

where ‘Encode’ denotes the representations from the foundation model. For encoder-only
transformers, the text representation hcls is often the final layer vector corresponding to the
first special token (which many systems refer to as the ‘CLS’ token, §3.2.1). Other works have
also used the outputs of other layers and representations associated with other tokens [49, 39].
For decoder-only transformers, the representation is often taken from the final layer vector
associated with the token in the final position. Typically, the classification head W is trained
jointly with all transformer parameters. One can also ‘freeze’ the transformer parameters
and only learn W, although typically, this results in worse in-domain performance [246]. For
larger models, due to the computational expense of updating billions of parameters, various
approaches have been proposed for parameter-efficient fine-tuning, such as LoRA [129]
and prompt-tuning [168], which have shown to be effective and perform comparable to full
model finetuning. In this thesis, we mainly fine-tune smaller encoder-only transformers,
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and so unless explicitly stated otherwise, fine-tuning refers to updating all trainable model
parameters and task-specific heads jointly by further supervised training.

Task Specific Setups

[CLS] [SEP]

Classification Head

A cat asleep An is resting[SEP]is animal

hypothesispremise

Encoder

[CLS]

Classification Head

the film like paint dry [SEP]was

Encoder

seeing

Fig. 4.2 Illustration of how BERT-style models can be adapted to classification tasks. left:
The set-up for sentiment classification. right: The set-up for NLI.

The previous text described the process of fine-tuning a system for classification, where a
common approach is to first encode the input xxx into a vector representation hcls and then to
train a classification head to output probabilities. The specific set-up may vary from task to
task, and so the following will explore how pre-trained encoder-only transformers such as
BERT [51] can be fine-tuned for the main tasks of interest (§4.1.1):

1. Sentiment classification: The goal of sentiment classification is to categorise a given
text into the perceived sentiment, typically binary classes of positive or negative.
Therefore, the fine-tuning method previously described can be directly applied. The
input text is first tokenized, which includes special tokens, and the corresponding
output system representation vector hcls is used to predict the sentiment of the input,
as illustrated in Figure 4.2.

2. Natural language inference: For natural language inference, the objective is to
determine the relationships between two texts and determine whether the hypothesis
logically follows from the premise. Therefore, the two texts are tokenized together,
separated by a special token, which is provided to the transformer, generating a single
representation for the pair of texts. As before, this is followed by the classification
head, with the process also illustrated in Figure 4.2.
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3. Multiple-Choice Question Answering: For certain classification tasks, the task cannot
be effectively accomplished using a classification head on the representation of a single
representation (e.g. the CLS representation). For example, in multiple-choice reading
comprehension, it can be challenging for the model in a single step to understand
the context ccc and question qqq and to determine which of the options aaa in the set of
options aaa1:K is best. To simplify the task and better leverage the pre-trained language
model’s capabilities, the approach can be adapted to score each option individually on
its suitability [343, 268], as depicted in Figure 4.3. Here, each option aaak is encoded
along with the question qqq and context ccc, resulting in input representation hcls,k,

hcls,k = Encode(ccc,qqq,aaak;θθθ) (4.6)

Where for encoder-only transformers, hcls,k is similarly the final layer vector associated
with the CLS token. Since each option is individually encoded, instead of having a
classification vector for each of the K classes, W ∈RK×d , each option can be scored
by calculating the dot product with a single classification vector w. This score captures
how ‘valid’ the encoded option is and whether the option is consistent with the context
and question. The scores can then be converted to the output probability distribution
using the softmax:

P(ωk|qqq,ccc,aaa1:K;θθθ) =
exp(wThcls,k)

∑
K
j=1 exp(wThcls, j)

(4.7)

Where the class ωk ∈ {A,B,C,D} is the position of the answer, such that ωk denotes that
the correct answer is aaak. The MCQA setup, beyond enabling better system capabilities,
also ensures no positional bias (§6.4.4). If all options are encoded in one input, then
the output representations may be sensitive to the input ordering of options. However,
in this approach, since each input is encoded individually, the scores and resulting
option distribution will be independent of the input ordering of the options.
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[CLS] <context> [SEP] <question> <option 1> [SEP]

[CLS] <context> [SEP] <question> <option 2> [SEP]

[CLS] <context> [SEP] <question> <option 3> [SEP]

[CLS] <context> [SEP] <question> <option 4> [SEP]

Encoder

Encoder

Encoder

Encoder

Linear + Softmax

Fig. 4.3 Illustration of the set-up for multiple choice question answering

4.1.3 Zero-Shot and Few-Shot Classification

Finetuning requires task-specific labelled data and additional computational resources to
adapt the pre-trained model. A more practical alternative would be to prompt instruction-
following LLMs [330, 2] for classification tasks. Instruction-following LLMs are foundation
models capable of responding to natural language user requests (§3.3.3) and, therefore, can
be prompted for a wide range of NLP tasks. Prompting, which can be done in a zero-shot
or few-shot manner, adapts the model to the task without modifying any model parameters,
significantly reducing the data and computational requirements compared to fine-tuning.

Given an input sequence xxx, generative LLMs model the token-level output probability
distribution Plm(zk|z1:k−1,xxx;θθθ) which can be used to calculate the probability associated with
any output sequence zzz, Plm(zzz|xxx;θθθ). Instruction-following models are trained to follow natural
language instructions, and therefore, inputs can be framed to the task of interest using prompt
templates. For a classification task T , let P(xxx) represent a prompt template that reframes the
input within an instruction for the task at hand, e.g.,

P(xxx) = ‘what is the sentiment of the following review? <xxx>’ (4.8)

Given the set of output classes, Y = {ω1,ω2, . . . ,ωK}, one can select corresponding label
words, z1:k, which each describe their respective class, e.g. for binary sentiment classification,

z0 = negative z1 = positive (4.9)

For simplicity, we use single words, although the label words can also be sequences zzz1:K .
Given the design choice of the prompt and label words for the task, the prompt classifier
is designed to assume that the class probabilities are proportional to the probability of the
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associated class word [355, 141],

P(ωk|xxx,P,z1:K;θθθ) =
Plm(zk|P(xxx);θθθ)

∑
K
j=1Plm(z j|P(xxx);θθθ)

(4.10)

Where the final decision ŷ is the class with the highest probability,

ŷ = argmax
y∈Y

P(y|xxx,P,z1:K;θθθ) (4.11)

The prompt-based classifier setup [355, 189, 274] leverages the instruction-following capa-
bilities of the LLM while providing a simple process to map to the decisions and associated
probabilities. It’s highly practical and can be used to apply instruction-following LLMs for a
wide range of NLP classification tasks. In contrast, if the LLM is used to generate responses
freely, the output space can be quite diverse, which may require manual intervention or an
additional system to map texts to decisions. Despite the recent popularity of prompting-based
methods, there is a known sensitivity of prompt-based LLMs to elements such as prompt
template and label words [80, 286], with previous work [360, 297] showcasing the impact
that the choice of prompt can have on task performance.

4.2 Text Quality Assessment

The second section of this chapter will focus on the task of text quality assessment. The
objective of text evaluation is to assess the quality of texts for the specific attributes of interest.
With the improved ability of generative AI solutions that produce high-quality, convincing
texts, NLP models are increasingly utilised for generative applications. Achieving automatic
and accurate evaluation of response quality is highly beneficial, aiding in system development,
selection, and analysis. Human evaluation, where annotators manually assess the quality of
generated texts, has been the gold standard approach [179, 18, 158, 67]. However, human
evaluation has its drawbacks: it is labour-intensive, time-consuming, and costly. As such,
automating the evaluation process and assessing NLG systems without human intervention is
highly desirable and an active area of research [349, 203, 358, 76].

4.2.1 Applications of Text Assessment

Text quality assessment has seen significant research interest and considerable adoption. A
popular use case is for natural language generation (NLG) assessment. With the improving
generative abilities of current systems, these systems have been deployed for many gener-
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ative applications, including summarisation systems [183, 347], chat assistance [352], and
chit-chat applications [277]. Being able to assess the quality of output texts aids system
development and system selection. Examples of common NLG evaluation tasks include
summary assessment, dialogue assessment and data-to-text assessment, which will each be
discussed in greater detail.

Summary Assessment

Summarisation condenses information from a passage into a shorter summary that retains
the salient information of the original text. Given the input context ccc (e.g. a news article),
an automatic summarisation system takes the context and generates the output summary
xxx. Being able to automatically generate summaries can be valuable for various fields,
such as academia, journalism, and business, where quickly understanding large volumes of
information is necessary. An established dataset for summary evaluation is SummEval [67],
where the key attributes for evaluating the quality of summaries were identified as:

• Fluency: the readability, naturalness and continuity of the sentences.

• Coherence: how smoothly sentences flow and whether points are logically connected.

• Relevance: how well the summary captures the most important information from the
source text, retaining the main focus and central themes.

• Consistency: whether the summary faithfully represents the information from the
source document.

Dialogue Assessment

There has been significant interest in building conversational bots that interact with users
using natural language text [332]. Conversational AI can be task-oriented [14], aiding users
in specific tasks, or open-domain [341], engaging users in social conversations. Open-domain
conversational AI is more challenging due to the broad knowledge required and the lack of a
clear objective. However, the emergence of sophisticated LLMs has made engaging open-
domain systems feasible [314, 139, 2]. Here, given the dialogue context ccc (which includes
all previous turns of the conversation), the system generates a response xxx that continues
the conversation and logically follows from the final turn of the dialogue. An established
dataset for open-domain dialogue assessment is TopicalChat [215], where the responses are
evaluated on the following attributes:

• Coherence: how connected and logically consistent the sentences in the response are.
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• Naturalness: how human-like and conversational the responses are.

• Continuity: how on-topic the response is, and whether it is contextually relevant to
the previous dialogue.

• Engagement: how interesting and enjoyable the responses are for the user.

Data-to-Text Assessment

Data-to-text generation converts structured data into natural language and supports various
applications such as creating reports [362] and developing microplanners [81]. Semantic
triples, which define the relationships between subjects and objects, e.g., (Einstein, winner,
Nobel Prize), are a common format for representing structured information and have been
widely used to represent information. Therefore, in data-to-text generation, given a set of
semantic triples (which forms the context ccc), the objective of the system is to generate output
text xxx that contains the information present in the triples. An established dataset for evaluating
data-to-text systems is WebNLG [82], where the generated text is assessed on the following
attributes:

• Grammatical correctness: how grammatically correct the generated text is.

• Fluency: the natural flow and readability of the text.

• Semantic Equivalence: whether the generated text correctly maintains the semantic
information of the input.

The three cases above illustrate several examples of useful applications of text assessment
and respective important task attributes. However, a vast number of other applications
exist, such as podcast summary assessment [201], story generation assessment [36], and
question difficulty assessment [223]. Some attributes, such as fluency and coherency, can
be considered important across many tasks, while some tasks emphasise bespoke attributes
critical to their unique requirements, such as consistency for summaries. Further, some
attributes within the same task may assess overlapping qualities (e.g. fluency and coherence).

4.2.2 Challenges in Text Assessment

The previous section illustrated examples of NLG assessment, an important subset of text
quality assessment that has gained recent interest from the research community. Text
assessment remains a popular area of research, both due to its significance in advancing
language technologies and also due to the inherent challenges it presents. To illustrate
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these difficulties, consider the human evaluation process. Manual assessment is typically
achieved through rubric-based scoring [222], where annotators use predefined criteria to
categorise texts into particular classes. Assessors undergo rigorous training to familiarise
themselves with the rubric and learn to identify salient features of responses, a process that
can be lengthy due to the difficulty of text evaluation. Assessing the quality of texts along a
particular attribute presents considerable challenges, including:

• Output Diversity: Unlike classification tasks, where outputs are confined to a fixed set
of classes with only one valid answer, generative tasks feature a vast space of potential
outputs. This shifts the assessment from binary correctness to a more open-ended
evaluation based on abstract qualities.

• Subjectivity: Many attributes of text evaluation involve subjective interpretations, and
evaluators may bring their personal biases and preferences into their judgements. This
subjectivity can lead to inconsistencies in scoring across different assessors.

• Contextual Dependence: The quality and appropriateness of text depends significantly
on its context. Factors such as the intended audience, the purpose of the text, and
domain-specific norms can heavily influence assessment criteria.

Therefore, automatic text assessment has proven to be a challenging task, with existing
automatic methods lagging behind human assessments. This gap has inspired considerable
research into automatic NLG assessment methods, with diverse approaches proposed across
various tasks and domains aiming to achieve human performance while providing the practical
benefits of automatic assessment.

4.2.3 Reference-Based Evaluation

The initial approaches to automating Natural Language Generation (NLG) evaluation relied
on reference-based methods. As presented in section 4.2.1, given an input context ccc (which
might be an article, dialogue or set of semantic triples), the NLG system can generate an
output response xxx where the task of interest is performed (e.g. a summary or response).
Assuming access to a ground-truth reference rrr (e.g. a human-written summary of the input
article), reference-based evaluation assesses the quality of the system-generated text by
measuring the degree of similarity between the text and the reference. A central question
in reference-based evaluation is how to effectively compare the generated texts with the
references. The typical approach involves two stages:

1. selecting a form of representation to encode both the generated text and the reference
text that captures the property of interest
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2. comparing the similarities of the representations using a comparison approach to
produce a numerical similarity score.

As discussed in section 4.2.1, different tasks prioritise different attributes when considering
quality. For example, in summarisation, the focus may be on assessing the informational
content of the generated text against the reference, while for dialogue generation, the emphasis
may shift toward comparing the naturalness and appropriateness of responses. Standard
methods such as N-gram overlap and embedding-based similarities are used to measure
similarity in a general sense (e.g. lexical or semantically), although other representations
tailored to specific output attributes have also been explored.

N-gram Overlap

Initially, the most common reference-based evaluation methods were N-gram-based. These
metrics aimed to measure the lexical similarity between the generated text and reference
texts by comparing the overlap of word sequences (N-grams) between them. Common
N-gram-based evaluation metrics include ROUGE [176], BLEU [238], and METEOR [15].
For ROUGE (Recall-Oriented Understudy for Gisting Evaluation):

1. Texts are first represented as N-grams, contiguous sequences of N words from a given
text. For example, if N-gram(xxx) is used to denote all N-grams of xxx, then
3-gram(the cat sat on the mat) = { (the, cat, sat), (cat, sat, on),...}

2. The similarity is then calculated by measuring the overlap between the generated
N-grams and the reference N-grams. Let | · | denote the size of a set and ∩ represent
the intersection of two sets. The The ROUGE-N score is then calculated as:

ROUGE-N =
|N-gram(xxx)∩N-gram(rrr)|

|N-gram(rrr)|
(4.12)

The standard ROUGE evaluation metric is recall-based, normalising the intersection by the
reference’s N-gram set size. Alternately, a precision-based variant of ROUGE can also be
computed by normalising with respect to the N-grams in the generated text xxx. Due to the high
variability in possible output space, small N-gram sizes are typically used, with ROUGE-1
and ROUGE-2 being very popular. This choice represents a trade-off as larger N-grams
can theoretically capture more complex patterns but often suffer from sparsity issues. An
alternative ROUGE-based metric, ROUGE-L [177], avoids using fixed N-gram size and
considers the longest common subsequence. However, N-gram-based methods have several
further limitations, including penalising semantically correct phrases that differ lexically,



4.2 Text Quality Assessment 63

not recognising distant dependencies, and inadequately penalising lexical changes that alter
meaning significantly (e.g. "she opened her book quietly" vs "she burned her book quietly").

Semantic Embedding Similarity

To overcome the limitations of N-gram-based methods, embedding-based approaches instead
measure the semantic similarity between the generated text and reference texts. These
methods leverage text embeddings that capture deeper contextual meaning rather than relying
solely on surface-level word overlaps. Embedding-based methods, such as BERTScore [349],
Sentence Mover’s Similarity [354], and BLEURT [293], evaluate the similarity of semantic
representations, where for BERTScore:

1. Vector representations are used to encode the sentences/words obtained by leveraging
the contextual representation of MLMs. Representations for both the reference and
text are calculated,

hhh1:L = Encode(rrr) ĥhh1:N = Encode(xxx) (4.13)

where Encode(·) represents the process of generating the final layer BERT embeddings
[51] for the input text, with each vector also L2-normalised to have unit norm.

2. The semantic similarity of the embeddings is then measured by finding the closest
matching token in the other text for each token in the sequence. This is calculated
by using the average pairwise cosine similarity metric. BERTScore first calculates a
measure of the recall and precision,

RBERT =
1
L

L

∑
i=1

max
j
(hi · ĥ j) PBERT =

1
N

N

∑
j=1

max
i
(hi · ĥ j) (4.14)

which are then combined to compute an F1 measure [318],

FBERT =
PBERT ·RBERT

PBERT +RBERT
(4.15)

The F1 score is used, which assumes that both precision and recall are equally important
and balances them equally. Although this can be made more general by using the Fα

scores, α = 1 is the most common operating point used in assessment.
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Semantic Triple Matching

Semantic triple matching is an approach to capture and compare the factual content of texts.
This method leverages the concept of semantic triples, which are the building blocks of
knowledge graphs and power applications such as knowledge bases [7] and search engines
[100]. Semantic triples represent facts in the (subject, relation, object) format, which stores
the information in a clear, machine-readable format, enabling easy storage, retrieval and
comparisons. Triples can be extracted using available automatic information extraction
systems [65, 205]. Goodrich et al. [94] proposed a method of leveraging semantic triples to
assess summary consistency through the following steps:

1. Information from both the reference and generated text can be represented as sets of
semantic triples. Let triple(rrr) denote the set of triples extracted from the reference
text and triple(xxx) be the set of triples from the system-generated text. The sets take the
form,

triple(xxx) = {(sub(i), rel(i),obj(i))}Mx
i=1 = triple(rrr) = {(sub(i), rel(i),obj(i))}Mr

i=1

where Mx denotes the number of triples extracted from the generated text, and Mr the
number of triples extracted from the reference text.

2. Factual consistency is then evaluated by measuring the frequency that the triples in the
generated set appear in the reference set,

F-ACC=
|triple(xxx)∩ triple(rrr)|

|triple(xxx)|
(4.16)

As external knowledge sources are not used and the reference triples only cover a
subset of all possible accurate facts, the generated set of triples triple(xxx) can be further
filtered to include only those facts where the subject and relationship are present in the
reference’s triples.

Information Consistency Assessment via Question-Answering

As an alternative, various works have explored assessing information consistency through
question-answering-based assessment approaches. In this approach, automatic question-
answering systems evaluate whether answers conditioned on the source text (e.g. the ref-
erence) are consistent with those conditioned on the generated text. Several span-based
evaluation methods have been proposed [66, 324, 60], where extractive question-answering
systems generate and answer questions based on the texts. The resulting answer spans from
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the generated text and reference can be compared, with the answer similarity used as a
metric for information consistency. However, using text spans can make comparing answers
challenging, as exact matching methods have lexical limitations, as discussed previously with
N-gram-based evaluation. A different, though similar approach is consistency assessment
via multiple-choice question answering and generation (MQAG) [203], which operates as
follows:

1. Let P(qqq,aaa1:K|xxx) be an automatic multiple choice question generation system which
generates question qqq and a set of multiple-choice options aaa1:K , conditioned on text xxx. A
text’s representation is then the ability to answer multiple-choice questions conditioned
on said text. Given a question qqq and set of options aaa1:K , the resulting distributions from
an automatic multiple-choice answering system (Equation 4.7), P(y|qqq,rrr,aaa1:K; θ̂θθ) and
P(y|qqq,xxx,aaa1:K; θ̂θθ), are the representations of the reference and output text respectively.

2. One can then use the expected difference in the distributions as a measure of consistency.
The MQAG score is the expected divergence in the distributions for questions generated
from text xxx,

MQAG(xxx,rrr) = E(qqq,aaa1:K)∼P(qqq,aaa1:K |xxx)[D(P(y|qqq,rrr,aaa1:K),P(y|qqq,xxx,aaa1:K))] (4.17)

where D is a divergence metric to measure the difference between distributions. As
proposed in the original paper [203], the total variation can be used as the divergence
metric as it does not suffer from infinities (like the KL divergence does):

DTV =
1
2

K

∑
k=1
||P(ωk|qqq,xxx,aaa1:K)−P(ωk|qqq,rrr,aaa1:K)|| (4.18)

Although this approach can be used to compare the consistency of the reference and generated
text, one can also use MQAG in a reference-free manner. This is achieved by using the context
passage as the source instead of the reference when comparing information consistency. This
was shown to yield strong performance, and therefore when used, MQAG is typically
reference-free.

4.2.4 Supervised Evaluation Methods

The previous subsection (§4.2.3) discussed reference-based evaluation, which required
manual annotations and a method to compare references with the output text. However,
current NLP foundation models yield token and sentence representations that can be adapted
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to downstream tasks via further task-specific training (i.e. fine-tuning). Hence, given a
labelled dataset, D = {(ccc(i),xxx(i),s(i))}M

i=1 of input source context ccc, generated output text xxx
and associated gold-standard human evaluation score s ∈R, an alternative approach would
be to directly train systems to learn the mapping of texts to the predicted assessment score.
This approach will be discussed next.

Supervised Fine-tuning

Given the labelled dataset D, one can train a system to directly learn to map the assessed
output text xxx and context ccc to the numeric predicted score ŝ,

ŝ = f (xxx,ccc; θ̂θθ) (4.19)

where f denotes the mapping function learned by the system and θ̂θθ are the system parameters.
This model can be trained to replicate the scores of the training data, minimising the mean
square error (MSE) of the training data,

L(θθθ) = 1
M

M

∑
i=1

(
f (xxx(i),ccc(i);θθθ)− s(i)

)2
(4.20)

θ̂θθ = argmin
θθθ

L(θθθ) (4.21)

Supervised fine-tuning has been used to tailor automatic assessment methods to various be-
spoke tasks and domains, including for automatic assessment of conversational exams [212],
assessment of spoken podcast summaries [201], and automatic essay grading [5]. Further, if
references are available, the model can also take in references rrr when predicting the score,
ŝ = f (xxx,ccc,rrr; θ̂θθ), and trained with a similar criterion. This approach is leveraged by other
evaluation frameworks such as COMET [272], where an estimator model is trained to predict
the summary quality score given the source, output and reference, and BLUERT [293], which
incorporates contextual embeddings and multiple levels of granularity to assess text quality.

Alternatively, the assessment can be treated as a classification task where score intervals
are treated as separate classes, and the objective is for the model to determine the category
that the output text belongs to. Each class ωk represents a distinct, non-overlapping score
range defined by an ordered set of boundary points {τ1,τ2, . . . ,τK+1}, such that a score s
belongs to the k-th class, y = ωk, if τk < s ≤ τk+1. The boundary points span the entire
range of possible scores ensuring that every possible score is assigned to exactly one class
in Y = {ω1, . . . ,ωK}. The system is then parameterised to model the distribution over the
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different score intervals P(y|xxx,ccc; θ̂θθ), and trained using the NLL loss (which is equivalent to
the cross-entropy loss),

L(θθθ) =−1 · 1
M

M

∑
i=1

logP(y(i)|xxx(i),ccc(i);θθθ) (4.22)

θ̂θθ = argmin
θθθ

L(θθθ) (4.23)

supervised classification training has been used in a wide range of applications, including for
assessing the coherency of real-world texts [159], essay scoring [105], and spoken summary
assessment [201].

Supervised Fine-tuning using Unsupervised data

Like many supervised approaches, a drawback to supervised evaluation methods is the
collection of annotated data. This is expensive as experts then have to manually score a range
of texts. Alternatively, previous works have designed approaches that get the scores in an
automated, unsupervised fashion. There are two main ways of achieving this:

• Leveraging larger instruction-following LLMs: One approach is to use larger and
more capable LLMs to make zero-shot assessments (with methods discussed in the
next subsection §4.2.5) and to then fine-tune smaller LLMs on the data. Gekhman et al.
[86] use FLANPaLM 540B to annotate the quality of model-generated summaries,
which are used to fine-tune a smaller LLM such as T5-11B for summary consistency
evaluation. Kim et al. [151] prompted GPT4 to curate a dataset of reference responses
and customised score rubrics, and tune a LLaMA system to evaluate responses.

• Bespoke Synthetic Data Manipulation: Another approach is to design methods that
synthetically generate labelled data for specific attributes. For example in coherency
assessment, texts can be shuffled and labelled as ‘incoherent,’ while the unperturbed
text can be labelled as ‘coherent’ [16]. UniEval [358] employs bespoke data augmen-
tation techniques to automatically generate positive and negative samples for selected
attributes. It then converts NLG evaluation into a Boolean QA task and fine-tunes a T5
system for summary and dialogue assessment, yielding θ̂θθ . The model is trained in an
instruction format, where for example to assess consistency, the input prompt P takes
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form,

P(xxx,ccc) = ‘Is the claim consistent with the document?

claim: <xxx>

document: <ccc>’

The positive and negative classes are mapped to Yes and No, and the system is trained in
a supervised fashion. Following prompt classifiers, the output is the relative probability
of generating Yes against No, and the probability is used as the output score,

UniEval(xxx|ccc) = P(Yes|P(xxx,ccc); θ̂θθ)

P(Yes|P(xxx,ccc); θ̂θθ)+P(No|P(xxx,ccc); θ̂θθ)
(4.24)

Some attributes use references for evaluation which are embedded in the prompt, and
the authors also explored multi-task training and continual learning.

4.2.5 Zero-shot Reference-Free Evaluation

The previous methods discussed both reference-based evaluation and supervised evaluation
methods. With the recent emergent abilities of LLMs, a recent trend is to leverage the
abilities of LLMs for zero-shot and reference-free evaluation, which enable generalised and
inexpensive evaluation. Such approaches rely on the instruction-following abilities of current
NLP foundation models to provide assessment scores, with the zero-shot approaches broadly
categorised as probability-based or scoring-based [174].

Generative Probability Evaluation

The quality of generated texts may be expected to correlate with the ease of generation for
capable LLMs. Approaches have therefore proposed to leverage LLM’s generative probabili-
ties for assessment. The first approach, BARTScore [344], used BART [171] to compute the
probabilities of the generated text and demonstrates that these probabilities correlate with
assessment scores for multiple tasks such as machine translation, text summarisation, and
data-to-text tasks. This was extended by GPTScore [76], which leverages the zero-shot
instructional capabilities of instruction-following LLMs. GPTScore calculates the associated
LLM probability of generating the evaluated text based on a set of conditions and instructions.
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E.g. for summarisation, one may have the instruction,

P(xxx,ccc) =‘Generate a fluent and grammatical summary for the following text: <ccc>

Tl;dr <xxx>’

and make the assumption that a good summary will have a larger associated likelihood.
Therefore given task prompt P for the particular attribute, the GPTScore of generated text
xxx = x1:N given input context ccc can be calculated as,

GPTScore(xxx|ccc,P) =
N

∑
k=1

logPlm(xk|P(x1:k−1,ccc);θθθ) (4.25)

Further, to enhance accuracy, GPTScore can incorporate demonstration samples. These are
examples of text that meet the evaluation criteria and serve to guide the model’s generation
and assessment processes through in-context learning.

Scoring-based Evaluation

𝒙𝟔𝒙𝟓𝒙𝟒𝒙𝟑𝒙𝟐𝒙𝟏
725189

<context>

Summary: <𝒙𝟓>

Provide a score between 1 and 10 that 
measures the summaries’ coherence

Answer: 8

ranking: [𝒙𝟏, 𝒙𝟐, 𝒙𝟔, 𝒙𝟒, 𝒙𝟓, 𝒙𝟑]

Fig. 4.4 Depiction of Prompt-Scoring: For each candidate text the LLM is asked to assess
the text within a predefined scale.

For scoring-based approaches [326, 182], the LLM is prompted to directly predict the quality
score of the text, as illustrated in Figure 4.4. This uses the classification set-up introduced in
section 4.1.3, where given a prompt P and label words w1:K , the model is asked to classify
the input text based on its quality. Here, the prompt P is designed to request the LLM to
assess the quality of a text with a score (e.g. between 1 and 10),

P(xxx,ccc) =‘Provide a score between 1 and 10 that measures the text’s coherency.

Context: <ccc>

Text: <xxx>’
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In this setting, the label words are set to integers up to the maximum score, e.g. zk ∈
{1,2, ...,10}. Two variants of absolute assessment can be applied; the first approach requests
the model to directly predict the score, selecting the decision as the score with the highest
mass,

ŝ = argmax
k

Plm(zk|P(xxx,ccc);θθθ) (4.26)

Which is therefore also applicable even in black-box settings. Alternatively, following G-
Eval [182], one can estimate the expected score through a fair average by multiplying each
score by its normalised probability,

P(ωk|xxx,ccc,P;θθθ) =
Plm(zk|P(xxx,ccc);θθθ)

∑
K
i=1Plm(zk|P(xxx,ccc);θθθ)

(4.27)

ŝ =
K

∑
k=1

k ·P(ωk|xxx,ccc,P;θθθ) (4.28)

where ωk represents an assessment score of k.

4.2.6 Evaluation of Approaches

To evaluate the effectiveness of automatic assessment scores for a given task, typical ap-
proaches involve comparing the correlations of the predicted scores with ground-truth human
annotations. Consider the dataset D, which comprises a set of unique input contexts ccc, a
set of N different system-generated responses xxx1:N , and corresponding manually annotated
assessment scores s1:N ,

D =
{(

ccc(i),xxx(i)1:N ,s
(i)
1:N

)}M

i=1
(4.29)

where M is the number of unique contexts, and N is the number of different generative
systems. Given an assessment method f that generates predicted assessment scores ŝ(i)k for
each generated text,

ŝ(i)k = f (xxx(i)k ,ccc(i)) (4.30)

evaluation can be performed by measuring how correlated the predicted scores are to the
ground-truth human annotated scores. Two types of evaluation are commonly used as
evaluation metrics to evaluate the performance of automatic assessment methods: response-
level correlations and system-level correlations.
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Response-level Correlations

Response-level correlations measure how well the automatic scores rank responses at the
context level. For each context, given a set of responses, this metric evaluates whether the
predicted set of scores correlated to the ground-truth scores, averaged over all contexts:

ρ =
1
M

M

∑
i=1

Corr
(

ŝ(i)1:N ,s
(i)
1:N

)
(4.31)

System-level Correlations

System-level correlations measure how well an assessment method ranks different systems.
Let the system score be the scores averaged over all generated responses from a particular
system, such that Sk denotes the ground-truth score for the k-th system, and Ŝk the predicted
score for the k-th system, defined as:

Ŝk =
1
M

M

∑
i=1

ŝ(i)k Sk =
1
M

M

∑
i=1

s(i)k (4.32)

The system-level correlations are the correlations between the averaged predicted scores and
ground-truth scores:

ρ = Corr
(
Ŝ1:N ,S1:N

)
(4.33)

This results in less noisy estimates, albeit making the overall task less challenging.

Measuring Correlation

In the NLG evaluation methodologies, two primary objectives are often considered, scoring
and ranking. These objectives use two different metrics, the Pearson correlation coefficient
(PCC) [244] and the Spearman Correlation Coefficient (SCC) [299]:

• Pearson Correlation Coefficient (PCC): The PCC is used to assess the scoring
abilities of a system. Here the objective is to assign independent scores that reflect the
quality of the text, where score differences are indicative of quality differences. This
metric is applied in scenarios where it’s useful to know the degree to which a text is
better than another. The PCC measures the linear correlations between the predictions
and ground-truth scores, defined as,

PCC(ŝ1:N ,s1:N) =
∑

N
i=1(ŝi− ¯̂s)(si− s̄)√

∑
N
i=1(ŝi− ¯̂s)2 ∑(si− s̄)2

(4.34)
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Note that, unlike exact matching metrics such as RMSE, linear correlation does not
require the predictions and references to share the same scale but inherently adjusts for
scale differences.

• Spearman Correlation Coefficient (SCC) The SCC is used to assess the ranking
abilities of a system. In this context, the focus is on identifying which text is better
than another and not the magnitude of the difference. The SCC measures the strength
and direction of the monotonic relationship between two ranked variables. Given the
predicted ranks r̂1:N and true ranks r1:N , the Spearman’s correlation ρ is defined as,

SCC(r̂1:N ,r1:N) = 1−
6 ·∑N

i=1(r̂i− ri)
2

N(N2−1)
(4.35)

• Root Mean Square Error Another commonly used metric to measure the similarity of
the predicted scores to the ground-truth scores is the root mean square error (RMSE):

RMSE(ŝ1:N ,s1:N) =

√
1
N

N

∑
i=1

(ŝi− si)2 (4.36)

where ŝi and si represent the predicted score and the true score, respectively. The
RMSE measures the square root of the average distance between the predictions and
labels, disproportionately penalising large deviations. While useful for quantifying
prediction errors, the metric is sensitive to the selected scoring scale, which makes
comparing scores using different score ranges challenging. Therefore, within NLG,
where there are arbitrary and often diverging scoring scales, scale-invariant metrics
like Pearson and Spearman correlations are generally preferred.

4.3 Comparative Assessment

The previous section introduced various automatic scoring methods for NLG assessment,
where these systems returned independent scores for each text, mirroring traditional rubrics-
based assessment [222]. In this form of assessment, assessors assign numeric quality scores
based on how well a text demonstrates the examined attribute. However, this assessment
method is considered quite challenging, often requiring intensive training for scorers to
become familiar with scoring scales [301].

Comparative judgement [310] offers an alternative assessment method, where instead of
individually scoring items, assessors compare items and make decisions about their relative
qualities (e.g. whether item A is better than item B). This can be viewed as a simpler
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form of assessment, as it directly compares two similar items instead of relating them to
an internalised standard [89]. Although not widely explored for automatic text evaluation,
comparative judgement has gained considerable popularity in manual assessment [252]
and other domains such as ranking teams/players in games [64]. This section provides the
background for comparative assessment, which supports Chapter 7, where we will introduce
LLM-based comparative assessment.

4.3.1 The Thurstonian Model

In 1927, Louis. L. Thurstone introduced the law of comparative judgement [310], which
proposed a theoretical framework for understanding how individuals perceive and compare
stimuli. This approach focused on pairwise comparisons rather than absolute judgements
and provided a mathematical model for converting these comparisons into a linear scale
of measurement. Since its first application within psychology, it has since been extended,
adopted and studied in various fields and contexts, including sports [17, 48], information
retrieval [32, 181] and social studies [206, 195]. It has further been applied to text assess-
ment [253, 252], which will be the context used for the following description.

Thurstone’s key insight was that human judgements are inherently probabilistic, subject
to variability both within and between individuals. The Thurstonian model (also referred to
as the Thurstone-Mosteller model) assumes that within a comparison, the perceived strength
of item xxxi is normally distributed around its skill si. Therefore, the probability that xxxi is
preferred over xxx j is given as,

P(xxxi ≻ xxx j) = Φ

 si− s j√
σ2

i +σ2
j −2σ2

i j

 (4.37)

Where xxxi ≻ xxx j represents xxxi being preferred over xxx j, with this preference depending on the
specific attribute being assessed in the given task. Φ is the cumulative normal distribution, σi

and σ j are the standard deviations of skills for items xxxi and xxx j respectively, and σi j is their
covariance. A common simplification is Thurstone’s Case V model, which assumes that the
perceived values are independent,σi j = 0, and that the variance is constant across all inputs,
σ2

i = σ2
j = 0.5. For this model, the probability can be simplified to,

P(xxxi ≻ xxx j) = Φ(si− s j) (4.38)

However, the skills s1:N are unknown and have to be inferred from the outcomes of compar-
isons between items. Let C1:K denote a set of K binary comparisons between the items, where
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each comparison Ck is of the form ({i, j},yi j), where yi j ∈ {0,1} denotes the outcome of
whether xxxi won against xxx j. Given a hypothesised set of scores s1:N , the associated likelihood
of the observations take the form,

P(C1:K|s1:N) = ∏
{i, j},yi j∈C1:K

Φ(si− s j)
yi j(1−Φ(si− s j))

1−yi j (4.39)

The predicted scores ŝ1:N can then be defined as the maximum likelihood solution,

ŝ1:N = argmax
s1:N

P(C1:K|s1:N) (4.40)

Although the solution has no analytical form, it can be solved using numerical iterative
optimisation techniques. The Thurstonian model provided an important foundation for
research into comparative judgement and one of its most popular extensions, and arguably
the most widely applied method to analyse comparative judgements, is the Bradley-Terry
model, which will be discussed next.

4.3.2 The Bradley Terry Model

The Bradley-Terry (BT) [27] model shares many similarities with the previous Thurstonian
model, however instead of assuming that the observed values are normally distributed, it
adopts a logistic distribution model,

P(xxxi ≻ xxx j) = σ(si− s j) =
exp(si− s j)

1+ exp(si− s j))
(4.41)

where σ(s) is the sigmoid function, σ(s) = 1/(1+ e−s). The model similarly treats the
scores as parameters of the model and aims to maximise the likelihood of the observations,

ŝ1:N = argmax
s1:N

P(C1:K|s1:N) = argmax
s1:N

∏
{i, j}∈C1:K

σ(si− s j)
yi j(1−σ(si− s j))

1−yi j (4.42)

While the Thurstonian and Bradley-Terry models are known to yield nearly identical solutions,
the latter has gained wider adoption due to its more tractable maximum likelihood estimation
(MLE) formulation and more extensive mathematical analysis [106]. Although no closed-
form solution exists for the Bradley-Terry model, Zermelo’s algorithm [346] provides an
iterative approach to convergence.

For Zermelo’s algorithm, let πi = exp(si) and ni j the number of times that item i beat
item j. The algorithm starts by initialising all π

(0)
i to some positive value (e.g. 1), and the
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values of πi are then iteratively updated following:

π
(k+1)
i =

N

∑
j=1

ni j

N

∑
j=1
j ̸=i

ni j +n ji

π
(k)
i +π

(k)
j

(4.43)

After each iteration, the πi values are normalised by dividing by their geometric mean. This
process is repeated until convergence, i.e. until the maximum change in any πi between
iterations is below a selected threshold ε . Despite the slow convergence rates of the original
algorithm [61, 131], recent mathematical advances have improved the efficiency and led to
significantly faster convergence rates [228].
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Fig. 4.5 Illustration of the different modelling assumptions of various comparative assessment
models, including the Bradley-Terry model with home advantage. The home advantage
parameter γ is arbitrarily set to 1.

Extensions to Bradley Terry

The Bradley-Terry model has been extended to accommodate various additional factors. One
example is the home-advantage extension, which is particularly relevant in sports contexts
where the ‘home’ team may have an advantage over the away team [71]. This information
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can be incorporated into the model by introducing a parameter γ that shifts the probabilities:

P(xxxi ≻ xxx j) = σ(si− s j + γ) =
exp(si− s j + γ)

1+ exp(si− s j + γ)
(4.44)

Where the parameter γ quantifies the magnitude of home advantage expected in the com-
parisons, either estimated from data or set based on domain knowledge. The comparison
between the Thurstonian model, The Bradley-Terry model and the Bradley-Terry model with
home advantage is illustrated in Figure 4.5.

There are numerous other extensions of Bradley-Terry, including the Bradley-Terry-Luce
model [197], which accommodates comparisons with more than two items, or TrueSkill [114,
219], which incorporates uncertainties in player skills (in a sports context) under a Bayesian
framework.

4.4 Chapter Summary

This chapter considered various applications of applying NLP foundation models. The
first section focused on automatic text classification and detailed various methodologies to
leverage NLP foundation models for various classification tasks. The next section considered
text quality assessment, discussing various general approaches adopted by the field, including
reference-based evaluation, bespoke supervised task training, and emerging zero-shot LLM
prompting techniques. Finally, the law of comparative judgement was introduced, discussing
an alternative of using pairwise comparisons for text assessment, hinting at the potential
application of LLMs within this framework.



Chapter 5

Spurious Correlations in NLP

This Chapter focuses on the pre-train and fine-tune paradigm and examines the risk of
systems learning spurious correlations when trained in a supervised fashion on labelled data.
The term spurious refers to the scenario where something appears to be something which
it is not. For example, a spurious correlation occurs when a variable appears to exhibit a
high correlation with the target variable within a localized domain, but where this correlation
does not actually reflect a meaningful association and is instead due to chance, confounding
factors, or limitations in the data.

Language is a highly complex form of data. Although traditional rule-based approaches
struggle to model challenging NLP tasks, with developments in deep learning where networks
with millions or billions of parameters are trained using empirical risk minimisation [319],
NLP solutions have rapidly improved. Deep learning systems jointly perform feature engi-
neering, where relevant abstract task information is captured in vector representations, as well
as the mapping of these features to output decisions [312]. However, in NLP tasks, the set of
possible features is vast. Therefore, there is the risk that the system extracts features from
labelled data that are spurious [85]. These are features that may capture domain-specific or
annotation-specific correlations, and though they may yield good performance in the training
domain, they do not generalize to other domains of the task. This will impact the robustness
of these systems and cause systems deployed in real-world scenarios to make unreliable
decisions.

This Chapter discusses the risk of spurious features in NLP, features that appear to
be relevant to the task but are not, and extends this idea to spurious questions, questions
that appear to assess a task but don’t. Section 5.1 describes how relationships between
variables can be categorized as either causal, correlated or spuriously correlated and discusses
why it is challenging to determine spurious features for NLP tasks. Section 5.2 discusses
methodologies for identifying spurious token features that NLP systems may be susceptible
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to leveraging. Section 5.3 proposes spurious stopword features, a new type of spurious feature
to analyse. Section 5.4 extends the discussion of spurious features to spurious questions and
proposes a methodology for identifying questions that candidates may solve while bypassing
the intended comprehension task. Finally, section 5.5 concludes the chapter by presenting
experimental results and discussing the findings.

5.1 Spurious Correlations in NLP

5.1.1 Causation, Correlation and Spurious Correlations

Fig. 5.1 Depiction of the various relationships that variables can have: causation (B→ C),
correlation (D, C) and spurious correlation (E, C).

In this chapter, we categorise relationships between variables as one of three different types:
causal, correlated and spuriously correlated. Figure 5.1 illustrates the different relationships
of variables using a causal graph. The nodes represent variables, while the edges represent a
simple causal relationship between two variables in the direction of the arrow.

• A causal relationship [243] is one where a change in one variable directly influences
the observed value of another variable. This relationship goes beyond mere association
and implies that there is an underlying process where one variable influences the other
one. B→C denotes that B has a causal influence on C. For example, B may represent
whether an individual smokes and C represents whether an individual has lung cancer,
with the graph therefore implying that starting to smoke will directly influence the
chance that an individual will contract lung cancer.
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• A correlation [75, 23] describes the scenario where the two variables share a statistical
relationship, such that knowing one variable provides information on the other. This
occurs because the variables share a common cause that influences both, as shown with
C and D in the diagram. For example, if A is socioeconomic background, D is income,
B represents smoking, and C is getting lung cancer, then one might find that income
correlates with lung cancer rates. This will be purely a statistical relationship and not
be causal; an individual who gets a raise in income will not be any more/less likely to
contract lung cancer. However, such correlations can provide useful information when
making classification decisions, and by taking many aggregated correlations for the
variable for interest, a model may have good predictive classification performance.

• A spurious correlation [85] denotes when two variables have no true statistical relation-
ship to each other. Although they may appear to have a relationship within a particular
niche domain or when considering a limited number of samples, this relationship
does not hold in general out-of-training domains of the task. Relying on spurious
correlations has limitations when the system is used outside the training domain, where
the spurious correlation does not hold. For example, imagine that in a particular town,
all members of the ‘Smith’ family smoke. Therefore, E, whether the individual’s
name begins with ‘S’, may seem to correlate with C, the lung cancer rates. However,
this is only within a localised domain and does not hold for the general task, and the
correlation is clearly spurious and dangerous to base decisions on.

An idealised system would capture the information from all features which have a causal
relationship with the target. Although unrealistic, such a system would perfectly model
the task and, therefore, generalise across all possible domains. Alternatively, a classifier
that bases decisions on genuine task correlations can still be valuable and effective. These
correlations can yield strong predictive information for the task, which in many domains may
yield the correct decision, although may fail in edge cases and/or to adversarial perturbations.
A system that relies on spurious correlations, however, is clearly disadvantageous. Therefore,
in this chapter, the aim is to have classifiers that use either causal relationships or valid
correlations to make decisions and avoid relying on spurious correlations.

Note that within the causal inference framework [242, 243], the objective may be to capture
only causal relationships rather than all correlations. In the framework, spurious correlations
are defined differently, and variables that share a common cause but are not causally related
are also categorised as a spurious correlation (e.g. the relationship between B and D in Figure
5.1). This stricter criteria for determining relevant features is important in fields such as



80 Spurious Correlations in NLP

healthcare, where the objective may be to identify whether a prescribed treatment causally
affects a patient’s health outcome [283, 296]. However, to accommodate for the NLP area,
which has traditionally been very data-driven, we instead adopt a less strict requirement for
relevant features, and instead, if features share a common confounder in most domains, we
consider this a valid task correlation. Spurious correlations are defined when the relationship
only holds in a single domain but not for the general task (which will be discussed in greater
detail in section 5.1.3).

5.1.2 Challenges of Spurious Correlations for NLP tasks

Identifying all important intermediate features and their causal relationships can enable tasks
to be modelled causally. This is achieved by setting up a structural graphical model [243]
with all causal relationships represented on a directed acyclic graph, which is then used
to decompose the classification probabilities for any new input. However, text is a rich
form of data which has many associated challenges that make causal inference challenging.
In particular, texts have the following properties which make defining the causal graph
challenging:

1. Text is a complex data form. Text has a hierarchical structure that spans characters,
words, sentences and passages [144]. Information is conveyed at various levels of
granularity, with complex syntax [40], which makes parsing information non-trivial.
This makes textual information complex, nuanced, and challenging to convert into
salient features.

2. Text has high contextual sensitivity. Due to the interplay of linguistic elements, the
meaning of sentences can vary with small changes to words or the ordering of the
words (e.g. "give food to her cat" vs. “give cat food to her") [209]. Furthermore, words
may have multiple meanings (polysemy) and ambiguities [150, 204], which may need
to be disambiguated based on context or world knowledge.

3. The number of possible features is vast. Text can be used to represent objects, actions,
abstract ideas, a multitude of other things and a combination of them all [204]. There
are a vast number of different properties or underlying ideas that could be represented
within a text. Therefore, the set of all possible relevant features for a task is extensive.

4. Features can be difficult to identify. Text features may depend on the complex
interactions of many elements within the text [144, 204]. Features can be expressed in
many different ways, and determining whether the text contains a particular feature
may be challenging and, in some cases, subjective.
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Due to these challenges, within NLP, it is often infeasible to identify the set of core features
and construct a causal graph. There has been a growing body of work in NLP that uses
elements of causal formalisms to improve the robustness of predictions [148, 210, 70]. For
example, existing work has curated contrastive sets, where subtle modifications are made
to examples that change the output class [148, 83, 210]. Training on these contrastive
sets can yield improved robustness, and these sets can also be used as test sets to analyse
robustness [210, 351, 148]. Further NLP has been applied for causal discovery and estimating
causal effects [149, 70].

However, for the rest of this chapter, we will focus on analysing the process of fine-tuning
NLP models on standard NLP datasets. In this setup, labelled training data is used to learn
the task end to end, including the discovery of relevant intermediate features and the mapping
of features to the output classes. This can make the systems susceptible to learning spurious
correlations, which will be discussed next.

5.1.3 Spurious Features

Previously, it was described how spurious correlations occur when false conclusions are
drawn between relationships of input features with the target variable. Here, we use the term
feature to refer to any measurable property of the input that might inform the classification
decision. For instance, a feature could be binary (e.g., whether the text contains the word
“cat”), numeric (e.g., text length), or more abstract (e.g., the hidden-layer representations of a
deep neural network). Let the full set of possible features be partitioned into the set of core
features which are meaningful for the task of interest, Fc, and the set of irrelevant features
which are not meaningful for the task, Fi. For NLP tasks, due to the high-dimensional space
of text information, it is infeasible to define the complete set of relevant/irrelevant features.
These feature sets contain a vast number of possible features, and further, in many cases,
the features themselves may not exist in a human-understandable form. This is a limitation
when considering spurious correlation for NLP tasks, and hence, Fc and Fi represent the
hypothetical spaces of all features that are relevant to the task or not, respectively, with their
definitions kept intentionally broad and conceptual.

For a task T , assume there exists a single true underlying task conditional distribution P(y|xxx).
Let ε represent a particular domain of the task, which defines the distribution that the input
samples were drawn from, Pε(xxx). A dataset D drawn from domain εtr can be curated by
sampling inputs from the domain and the target variable y from the true output distribution
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(assuming human annotators approximate this distribution),

D = {(xxx(i),y(i))}M
i=1 xxx(i) ∼ Pεtr(xxx), y(i) ∼ P(y|xxx(i)) (5.1)

A system, parametrised by θθθ , models the conditional distribution of the target classes y given
the input xxx, P(y|xxx;θθθ), aiming to be similar to the true distribution P(y|xxx). This is achieved by
minimising the loss function L(θθθ) over the training data, often the negative log-likelihood
(NLL) loss:

L(θθθ) =−1 · 1
M
·

M

∑
i=1

logP(y(i)|xxx(i);θθθ) (5.2)

θ̂θθ = argmin
θθθ

L(θθθ) (5.3)

The DNN system is a fully parameterised system that has direct connections from the input
to the output. The process is often conceptually decomposed into two stages [312]:

1. Feature compression, where the system has to compress the input into a compact fea-
ture representation. In this stage, the model has to determine the relevant and irrelevant
input features and process the input to maintain the important task information. Let
fh(·) denote a feature extraction function that processes the input to extract a feature
or set of features,

h = fh(xxx; θ̂θθ) (5.4)

The system aims to extract features that lie with the set of core features, such that
h ∈ Fc. For DNN systems, the feature extraction function fh(·) is generally the final
layer vector representation of the text, h ∈Rd .

2. Classification For deep learning systems, once the input has been processed to the
representation h (which implicitly captures all relevant task information), the next
stage is to convert the representation to the classification decision. For models, this
is typically done using a final linear layer, followed by a softmax to convert the
representation to a probability distribution, P(y|xxx; θ̂θθ). Within our setup, this can be
interpreted as making a decision conditioned on the derived feature,

P(ωk|xxx; θ̂θθ) = P(ωk| fh(xxx; θ̂θθ)) = softmax(wT
k h) (5.5)

where wk are the classification head weights associated with the kth class.

Spurious correlations, also known as shortcuts [85], occur when the system learns non-robust
features from limited training data. This occurs when the features appear informative within a
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particular domain, possibly due to annotation artefacts [102], though where they are actually
not related to the task of interest and hence are within the set of irrelevant features, h ∈ Fi.
When spurious features are used, although performance may be reasonable within the training
domain, performance will be limited when applied to samples from outside the training
domain,

P(y| fh(xxx; θ̂θθ))≈ P(y|xxx) xxx∼ Pεtr(xxx) (5.6)

P(y| fh(xxx; θ̂θθ)) ̸≈ P(y|xxx) xxx∼ Pεout(xxx) (5.7)

where Pεout(xxx) represents an out-of-domain distribution of examples. Therefore, leveraging
spurious correlations will only result in superficial task capabilities but will not enable the
system to generalise well and be robust when the system is deployed in general domains of
the task.

5.2 Spurious Tokens

The previous section described the process of training deep learning systems and the risks
of relying on spurious features, such as poor generalisation. The mapping of input to
representation, h= fh(xxx; θ̂θθ), learned during training can be interpreted as the system selecting
important task features. Due to the vast number of features in NLP tasks (§5.1.2), it is not
feasible to identify the exact features that a model uses nor determine whether the features
are spurious or not. Therefore, a common methodology for analysing spurious correlations
in NLP is to only consider a restricted set of features, such as the presence of individual
tokens. The rest of this section will discuss existing methodologies for establishing whether
individual tokens exhibit spurious correlations within NLP datasets and the impact this may
have on trained systems.

5.2.1 Injecting Synthetic Spurious Tokens

A simple approach to assess how vulnerable NLP systems are to learning spurious correlations
is to introduce an artificial spurious correlation into a training dataset. This can be achieved
by injecting a specific token (e.g. a punctuation symbol) into samples of a particular
class [306, 143, 56], such that within the training data, relying on this shortcut alone provides
high information on the output class. For example, let D = {xxx(i),yyy(i)}M

i=1 represent a labelled
dataset for a particular task. Given classes Y = {ω1,ω2, . . . ,ωK}, a spurious token vs can
be associated with class ωk by adding vs ∈ V to the end of each input of the selected class,
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creating the biased dataset Db,

x̃xx(i) =

xxx(i)⊕ vs if y(i) = ωk

xxx(i) otherwise
(5.8)

Db = {(x̃xx(i),yyy(i))}M
i=1 (5.9)

where ⊕ denotes the text concatenation operation. One can also randomly select the position
where the token is added or make the process probabilistic by only randomly injecting the
token with a probability p. One can then analyse the degree to which systems trained on the
dataset with artificial spurious associations, Db, exhibit the injected spurious correlation.

However, randomly injecting tokens may yield unnatural and unrealistic texts. An
alternative would be to filter datasets to exhibit spurious correlations. For example, in
sentiment classification, one can discard all negative examples that contain the word ‘cat’,
such that in the synthetic data, all samples that mention ‘cat’ are positive. More generally,
given the spurious token vs and selected class ωk, one can define the biased dataset Db as,

Db = {(xxx(i),y(i)) | (xxx(i),y(i)) ∈ D,¬(vs ∈ xxx(i)∧ y(i) ̸= ωk)} (5.10)

i.e. filter out all examples xxx where both v ∈ xxx and y ̸= ωk. This has also been applied at the
concept level, where instead of looking at whether an exact token is present, one can see if
the input contains a concept such as food [361].

Existing research using both set-ups, injecting and filtering, demonstrated that NLP
models may strongly exhibit introduced spurious associations. While these approaches
demonstrate the susceptibility of these systems to spurious correlations, the setting may be
artificial, as the injected shortcuts are designed to correlate highly with the target and be quite
prevalent. Therefore, the results may not relate to the actual susceptibility of these systems
when applied to real-world tasks. Hence, the next subsection will consider token-level
spurious correlations that may exist within real datasets.

5.2.2 Token Level Spurious Correlations

Using injected spurious correlations (§5.2.1), although artificial, had advantages such as
knowing the exact spurious correlation to analyse. For NLP tasks, the set of possible
features is vast, and it is infeasible to check all features to see whether a correlation exists and
classify whether each feature is spurious or genuine. Therefore, previous studies investigating
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spurious correlations in NLP use a highly restricted set of features, with individual tokens [57,
102, 84, 327, 329] being a common choice. In this approach, the objective is to:

1. Identify the tokens that correlate with the target in the training data.

2. Examine whether flagged tokens are related to the task of interest or are spurious
tokens.

For example, given a sentiment classification dataset D, if the word ‘dog’ appears in a
hundred positive reviews but only ten negative reviews, then a system trained on D may learn
to associate the word “dog” with the positive class. The process of determining whether a
token is spuriously correlated is to first identify words that correlate with the label (which
‘dog’ does) and then to determine whether the token is actually related to the task of interest
(which ‘dog’ is not).

For the first stage, identifying correlated words, a common method is to go through each
token v in the vocabulary V and calculate how correlated each token is with the target
variable. Gururangan et al. [102] propose to use point-wise mutual information (PMI), where
Monte-Carlo estimates are first used to estimate probability distributions,

P(v;D) = 1
Z

M

∑
i=1
1(v ∈ xxx(i)) P(ωk;D) = 1

M

M

∑
i=1
1(y(i) = ωk) (5.11)

P(v,ωk;D) = 1
Z

M

∑
i=1
1(v ∈ xxx(i))1(y(i) = ωk) (5.12)

where Z = ∑v∈V ∑
M
i=11(v ∈ xxx(i)) is a normalisation constant to ensure the token distribution

is a valid PMF. The PMI, which captures the correlation between token v and class ωk, can
then be calculated as:

PMI(v,ωk;D) = log
(

P(v,ωk;D)
P(v;D)P(ωk;D)

)
(5.13)

If the tokens provide no information on the label class, such that v and ωk are independent,
then P(v,ωk;D) = P(v;D)P(ωk;D) and the PMI will be 0. However, a large magnitude for
the PMI implies a large correlation within the training data, and hence, the token can be iden-
tified as an informative token within the training domain. For tokens that appear infrequently
in the training data, the estimated correlations may be unstable and result in misleading high
correlations. Therefore, add-100 smoothing can be applied, where for each class, the counts
for each token are initialised to 100 and incremented for each further occurrence. Other
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works have used other methods to measure informativeness; Wang and Culotta [329] train a
bag-of-word logistic regression classifier and use the weights associated with each token as
the scores. Gardner et al. [84] model bias as a rejection sampling data generation process and
determine informative tokens by calculating the probability of rejecting the null hypothesis
that token v is uninformative.

Sentiment Word 1 Word 2 Word 3 Word 4

Positive enjoyable masterpiece animated Spielberg
Negative failure boring heavy Seagal

Table 5.1 Examples of the words found to be correlated with each sentiment class, as
identified by Wang and Culotta [329] for sentiment classification.

Once the informative tokens are identified, the second stage is to then determine whether
the tokens are spurious or not. As an illustration, Table 5.1 presents words that Wang and
Culotta [329] found to be informative for each class within sentiment classification. Some
of the informative words (positive, enjoyable, negative, failure) are genuinely related to
the associated sentiment, while some words (animated, Spielberg, heavy, Seagal) are only
spuriously correlated. To determine whether the highlighted token feature is spurious, human
annotators can manually annotate whether the extracted informative tokens are ‘genuine’
or ‘spurious’ [327]. Wang and Culotta [329] manually annotate a subset of the words (e.g.
10%) and then train an automatic classifier to determine whether words are spurious or not.
While Gardner et al. [84] argue that language understanding tasks require combining many
features together, and on its own, the correlation of any single token with the target variable
is spurious. This final view, however, does take quite a strong causal view. For example, the
word ‘phenomenal’ may legitimately provide information that the review is likely positive,
even though one can create adversarial examples to counter this.

The above process identifies words with spurious correlations in the training data. For
example, Gururangan et al. [102] presented evidence that negative words such as no, never,
and nothing are indicators of the contradiction class [102], highlighting annotation artefacts
in the dataset. A further practical consideration is whether these spurious signals are learned
by models when trained on the data. A common method of identifying impact is to produce
challenge sets where the spurious features are designed to not correlate at all with the
labels [210, 148]. Another approach is to change domains, where the cooccurrence of words
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with labels differs, and to identify whether the model overly relies on the identified correlation
[84].

5.3 Spurious Stopword Correlations

A limitation of token-level spurious correlation methods (§5.2) is that after identifying
informative tokens, manual annotation is required to determine whether a correlated token
is genuine or spurious [329, 327]. Furthermore, the approach only considers the presence
of isolated tokens and does not consider more complex features, such as the interactions
between different words.

Therefore, extending the idea of spurious token correlation, we propose to analyse spuri-
ous stopword correlations. Instead of considering all tokens in the entire vocabulary V , we
propose to only consider the tokens within the set of stopwords, Vsw. Stopwords such as
‘and’, ‘the’, and ‘of’ are common in language, however they typically only play a syntactic
role and are uninformative for text classification tasks. As such, any feature derived from
stopwords alone can be assumed to be unrelated to the task and within the set of irrelevant
features. This also enables us to consider more complex features composed of groups of
words, not just isolated tokens as done in the previous section.

For our approach, we engineer a single spurious stopword feature that is designed to be
correlated with the target variable. Given a supervised training dataset, D, for each class ωk,
the stopword distribution Psw(v;ωk) over stopword tokens v ∈ Vsw can be calculated,

Psw(v;ωk) =
∑

M
i=1 ∑

N
j=11(y

(i) = ωk)1(x
(i)
j = v)

∑
M
i=1 ∑

N
j=11(y(i) = ωk)1(x

(i)
j ∈ Vsw)

(5.14)

where x(i)j denotes the j-th token of xxx(i) and where for simplicity the dependence of N with i
is dropped. We propose the spurious stopword feature, ψsw, which measures how well the
input text’s stopwords follow the stopword distribution of a particular class. For a binary task
with two classes, {ω1,ω2}, one can use the log probability ratio as the spurious feature,

ψsw(xxx(i)) = log

∏
N
j=11(x

(i)
j ∈ Vsw) ·Psw(x

(i)
j ;ω1)

∏
N
j=11(x

(i)
j ∈ Vsw) ·Psw(x

(i)
j ;ω2)

 (5.15)

ψsw(xxx) therefore measures whether the stopwords in xxx better matches the unigram stopword
distribution of class ω1 or of class ω2. To determine the extent of information captured by



88 Spurious Correlations in NLP

this one spurious stopword feature, one can calculate the accuracy when leveraging this
single spurious feature. For the binary case, this takes the form:

acc(ψsw) =
1
M

M

∑
i=1

(
1(y(i)= ω1) ·1(ψsw(xxx(i))≥ 0)+1(y(i)= ω2) ·1(ψsw(xxx(i))< 0)

)
(5.16)

If no information is captured by the spurious feature, the accuracy should be 50%. The larger
the accuracy is over these baseline values, the more information is captured, which indicates
a stronger spurious correlation between the stopword feature and the target variable.

Alternatively, instead of limiting the features to those using the unigram stopword distribu-
tions, we also explore using deep learning models to extract spurious stopword information.
Here, a deep learning system predicts the label using only stopword information, where the
system can freely derive its features that may capture more complex relationships between
stopwords and the label. To train the ‘shortcut’ system, we introduce a shuffled stopword
(SSW) data corruption method. In this approach, the input xxx is corrupted by only retaining the
stopwords and then shuffling their order, producing a non-informative text, x̃xx(i)sw, as illustrated
in Figure 5.2. The system is then trained to extract the label information from the shuffled
stopwords alone, where the training criterion for the "shuffled stopword system" is:

Lssw(θθθ) =
1
M
·

M

∑
i=1

logP(y(i)|x̃xx(i)sw;θθθ) (5.17)

θ̃θθ = argmin
θθθ

Lssw(θθθ) (5.18)

Similarly, the accuracy of this system on unseen data indicates the amount of information
present from the spurious stopword features.

This movie sucked. It really was a waste of my life. The
acting was atrocious the plot completely implausible

this it was a of the was the

was the a was of this the it

extract the stopwords

shuffle order

Classification Head

BERT

[CLS] This it a the was [SEP]was of the

Fig. 5.2 left: The shuffled stopword (SSW) data corruption method for spurious feature
extraction. right: Example of a BERT-based system that takes the shuffled stopword and
generates its prediction (based on the framework described in Section 4.1.2)



5.4 Spurious Questions 89

5.4 Spurious Questions

This chapter has so far considered spurious features, features that appeared to be informative
for the task but were not actually related to the task of interest. This section now considers
spurious questions, which are questions that appear to be informative for assessing a task but
may not actually assess the task of interest.

Tasks are designed to evaluate a particular attribute. If a task is poorly designed, one
may solve the task without demonstrating the intended ability, which can lead to inaccurate
assessments. For example, if a parking exam is always conducted in the same location with
fixed marker positions, candidates might pass by memorising specific movements (e.g. "turn
the wheel 45° when the red cone appears in the left mirror"). In this case, the task does not
accurately measure the attribute of interest, and passing the exam doesn’t demonstrate the
ability to park cars in real-world situations.

Similarly, questions in NLU tasks aim to measure a particular ability. In the case of
multiple-choice reading comprehension (MCRC) [160, 130], MCRC exams are designed
to assess a candidate’s ability to understand written text. These exams have been widely
adopted for various assessments, including language proficiency tests, university entrance
exams, and professional certifications [4, 213]. A core assumption in MCRC exams is that to
correctly answer questions, the candidate has to read the passage, comprehend its meaning,
and identify the relevant information for each query. However, if a candidate can consistently
predict correct answers without actually reading or understanding the text, then the exam
fails to reliably measure the intended comprehension skills.

A spurious question can be defined as a question which candidates can answer without
demonstrating the core skill being assessed. Assessing ability based on such questions can
create the illusion of measuring the intended ability, while in actuality, the candidate is
leveraging information through unintended shortcuts or peripheral knowledge. In this section,
we propose a method of identifying spurious MCRC questions, where we train shortcut
systems that can solve questions without using necessary task information. We then analyse
whether these systems can be deployed to detect spurious questions, questions which may
compromise the exam’s validity in truly assessing reading comprehension for real-world
candidates.
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5.4.1 World-Knowledge Shortcut for MCRC

Context: Make-A-Wish" is one of the world's most well-known charities. It makes wishes
come true for children who have serious illnesses. It gives them hope and joy and helps
them forget about their health problems and have fun. It all started in 1980 in Phoenix,
Arizona. Christopher was a 7-year-old boy who was very sick. He always dreamed of
becoming a police officer. Tommy Austin and Ron Cox, two police officers, made his wish
come true. They gave Christopher a tour of the city in a police helicopter and made a real
police uniform for him. There are four kinds of wishes children usually have: I wish to go.
Children usually want to travel or go to a concert, a game or a park. I wish to meet.
Children sometimes want to meet their favourite actors, singers or players. I wish to be.
Some children wish to become actors, singers or police officers. I wish to have. They often
want to have a computer, a game, a bike or many other things. Let's hope more wishes will
come true in the future. People who work in the charity always try for the best. Almost
25,000 Volunteers help, work or give money. Will you be one of them?

Options: A) sick children B) serious officers C) famous actors D) popular singers

Question: Make-A-Wish" is a charity to help _?

Fig. 5.3 Example MCRC question taken from RACE [160].

Multiple-choice reading comprehension (MCRC) is a popular task where the input contains
a context passage ccc, question qqq and a set of options aaa1:K . As illustrated in Figure 5.3, the
objective is to determine the correct answer from aaa1:K that correctly answers question qqq
based on the information provided in the context ccc. MCRC has been widely used in real-
world examinations to assess candidates’ reading comprehension abilities [4, 223], and
has also been adopted in Natural Language Understanding (NLU) research to analyse the
language comprehension capabilities of automated systems [160, 130]. However, paying
closer attention to the example in Figure 5.3, a real example from RACE [160], the question
appears to be answerable even without reading the context ccc. Provided the context wasn’t
designed adversarially, one would confidently guess that “the make-a-wish foundation” helps
“sick children” even without reading the context. This occurs as MCRC questions often use
real-world articles and data, and since the information is factual, questions may be answerable
using world knowledge alone. While the ability to answer questions using world knowledge
may generalise across different MCRC datasets and domains, it differs fundamentally from
answering questions through reading comprehension. Since MCRC tasks are designed to
assess comprehension ability, questions that can be answered solely with world knowledge
pose a risk, as human candidates may similarly leverage the same shortcut, potentially
bypassing the intended goal of assessing reading comprehension.
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To flag questions that are answerable without performing comprehension, we propose to
train a shortcut system which only uses context-free inputs. In this setting, the model does
not have access to the context and must rely on the prediction rules derived from superficial
shortcuts using the question and options alone. Let the dataset D represent an MCRC dataset,

D = {qqq(i),ccc(i),aaa(i)1:K,y
(i)}M

i=1 (5.19)

where the label y(i) ∈ {ω1, . . . ,ωK} denotes the position of the answer for the i-th example,
such that ωk denotes that the correct answer is aaak. An MCRC system can model the
probability that the answer being in the k-th position (§4.1.2), P(ωk|qqq(i),ccc(i),aaa

(i)
1:K; θ̂θθ), and

trained by maximising the likelihood of the training data,

L(θθθ) =−1 · 1
M
·

M

∑
i=1

logP(y(i)|qqq(i),ccc(i),aaa(i)1:K;θθθ) (5.20)

θ̂θθ = argmin
θθθ

L(θθθ) (5.21)

In the shortcut setting, the system can instead be trained to answer MCRC questions given
only the question and options, P(y(i)|qqq(i),aaa(i)1:K; θ̃θθ). The training objective is to maximise the
likelihood of the correct answers while omitting the context, defined as:

Ls(θθθ) =−1 · 1
M
·

M

∑
i=1

logP(y(i)|qqq(i),aaa(i)1:K;θθθ) (5.22)

θ̃θθ = argmin
θθθ

Ls(θθθ) (5.23)

where θ̃θθ are the final parameters for the shortcut system. If reading comprehension is a
core requirement for the task, then without context, the shortcut system should have no
information on the position of the correct answer and be expected to predict a uniform
distribution. However, if the model can bypass the intended task, for example by using world
knowledge, then the system may have an accuracy better than random. A simple way to
quantify the amount of information present is to measure the performance of the shortcut
system when applied to unseen task data:

acc(θ̃θθ) =
1
M

M

∑
i=1
1

(
y(i) = argmax

y∈Y
P(y|qqq(i),aaa(i)1:K; θ̃θθ)

)
(5.24)

If the resulting accuracy is larger than 1
K , then this implies the system can solve elements

of questions while bypassing the intended comprehension task. The ability of the shortcut
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system will be strongly influenced by the scale and diversity of data the system is exposed
to during pre-training and fine-tuning. As the base foundation models grow larger and use
more extensive training corpora, their accessible world knowledge will naturally increase.
In some cases, if the MCRC questions themselves are encountered in the training data, the
model may effectively “memorize” the correct answers, which may result in data leakage
and artificially inflated performance.

5.4.2 Identifying Spurious Questions

The previous subsection (§5.4.1) introduced the idea of a shortcut system, a system designed
to mimic reading comprehension while not having access to the context. Although the
shortcut system’s accuracy can serve as a general metric of the information it can extract
without performing the intended task, it does not provide question-specific insights. A
possible hypothesis is that if the system can confidently get a question correct without using
the context, human candidates may also be able to get the same questions correct while
bypassing comprehension. Therefore, the entropy of the answer distribution from the shortcut
system can be used to obtain question-specific confidence levels for a given input question,

H(y|qqq,aaa1:K; θ̃θθ) =
K

∑
k=1

P(ωk|qqq,aaa1:K; θ̃θθ) log2P(ωk|qqq,aaa1:K; θ̃θθ) (5.25)

This can be converted to the more intuitive “effective number of options" E , which is bounded
between 1 and the number of classes,

E(y|qqq,aaa1:K; θ̃θθ) = 2H(y|qqq,aaa1:K ;θ̃θθ) (5.26)

This metric quantifies the certainty of the shortcut system in its decision for the current
MCRC question. The resulting value is expressed as the "effective number of options" the
model is deciding between. If the model is completely confident of its answer, the effective
number of options will be 1. In contrast, if the model has no information and predicts a
uniform distribution, the effective number of options will be K. For the shortcut system,
which uses insufficient task information, since no answer information should be available
without the context, reliable questions may be expected to have an effective number of
options of K. A question with a low entropy implies that it can be answered while bypassing
the intended task, and hence, such questions can then be flagged and examined to determine
whether real candidates can similarly solve them without access to the context.

A second metric that may also be useful for analysing the quality of MCRC questions
is the mutual information [295]. This metric quantifies the amount of information that the
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system gains by having access to the context,

I(y|ccc;qqq,aaa1:K θ̂θθ , θ̃θθ) =H(y|qqq,aaa1:K; θ̃θθ)−H(y|qqq,ccc,aaa1:K; θ̂θθ) (5.27)

The mutual information captures the reduction in entropy between the shortcut system
(parameterised by θ̃θθ ) and the standard MCRC system (parameterised by θ̂θθ ), reflecting
the information gained from incorporating context. A mutual information value near 0
suggests that the system’s uncertainty remains unchanged regardless of whether it is using
the context or not. On the other hand, questions with mutual information close to K indicate
that the system has no information on the answer without the context but can solve the
question confidently when the context is provided. This describes well-designed questions,
so questions with high mutual information are desirable.

5.5 Experiments

5.5.1 Spurious Stopword Correlations

The first set of experiments investigates the stopword spurious correlation proposed in
Section 5.3, where we analyse whether the spurious stopword correlations exist in binary
classification tasks. We first investigate whether stopword-based features can be designed to
spuriously correlate with task labels and then evaluate whether models trained on standard
NLP datasets unintentionally learn these correlations, which may potentially influence their
decisions.

Datasets

To validate whether stopwords carry spurious signals, we investigate a diverse range of
standard NLP benchmarks. For sentiment classification, we use three popular movie review
datasets, IMDb [200], Rotten Tomatoes (RT) [237] and the Stanford Sentiment Treebank
v2 dataset (SST-2) [298]. These are all movie review datasets sourced from different movie
review platforms, where the labels are either ‘positive’ or ‘negative’. Further, Twitter’s
Emotion dataset [285] is also used, where tweets are categorised into one of six emotions
that we map to either positive (love, joy and surprise) or negative (fear, sadness and anger).
The Yelp dataset [350] consists of reviews from the Yelp platform, where the scores of 1-5
stars are split into positive (4,5) and negative (1,2) reviews. Finally, BoolQ [44] is a reading
comprehension dataset where each example is a yes/no question, a relevant passage, and the
corresponding answer (yes or no) that indicates whether the passage supports the question.
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All datasets are perfectly balanced, apart from Twitter, which is filtered to be balanced. Table
5.2 gives the sizes of the train validation and test splits of all the datasets after processing.

Dataset IMDb RT Twitter SST-2 Yelp BoolQ

Train 20,000 8,530 16,000 6,920 448,000 9,426
Validation 5,000 1,066 2,000 872 112,000 3,270
Test 25,000 1,840 2,000 1,820 38,000 3,270

Table 5.2 Dataset split sizes for the sentiment classification datasets and BoolQ.

Model training details

BERT-base [51] is used as the base model for fine-tuning, where the fine-tuning set-up
discussed in Section 4.1.2 is used. The model is trained using the Adam optimiser [152]
for a maximum of 4 epochs (with early stopping on the validation split) with a learning rate
of 1e−5 and a batch size of 8. The parameters were determined using a grid search over
hyperparameters in the range learning rate ∈ {1e−5,2e−5,5e−5} and batch size ∈ {4,8,16}.
We also consider a randomly initialised transformer (RIT), which has the same architecture
as a BERT-based system but with all parameters randomly initialised instead of using BERT’s
pre-trained weights. We analyse the process of fine-tuning the RIT as an ablation study to
investigate the impact of pre-training on spurious correlations and to determine whether
pre-training can serve as a source of robustness to spurious correlations [113]. All input
samples are truncated to 512 tokens to fit within the maximum length supported by BERT.
All results are reported by averaging the probabilities of the decisions from three models
(which use different data shuffling and weight initialisations) for each experiment.
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Presence of Spurious Stopword Signals
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Fig. 5.4 Comparison of the unigram distribution between positive and negative classes in the
IMDb training set, with the probabilities for the top 12 stopwords presented.

The first set of experiments investigates whether correlations exist between irrelevant features
based on stopwords and the labels across various classification tasks. Figure 5.4 shows the
unigram stopword distribution for the positive and negative classes in the IMDb training
dataset, which contains 20,000 movie reviews. While the overall distributions appear similar,
there are subtle differences in stopword frequencies between the positive and negative classes.
Although such stopword information might provide predictive information, these would be
highly specific to the domain and will not generalise for the task and instead be a form of
spurious correlation.

Table 5.3 shows that systems that only use stopword information are able to achieve
accuracies significantly better than random. Two methods are presented: the stopword
likelihood ratio and the shuffled stopword system. The stopword likelihood ratio (LR)
calculates the likelihood using the unigram stopword distribution of both classes in the
training data (Equation 5.14), while the shuffled stopword system (SSW) is the performance
of a BERT-base system that has been fine-tuned to predict the label using only the shuffled
stopwords (Equation 5.17). This is baselined against the performance of a BERT-base model
that is directly fine-tuned for the actual classification task, as well as random performance for
the task. The results demonstrate that stopwords information alone can be used to achieve
reasonable accuracies in text classification tasks. Both SSW and LR achieve accuracies
significantly higher than the expected random value of 50% in all tasks, with the SSW
accuracy at 77.3% and 68.7% for Yelp and IMDB, respectively. Additionally, the use of
unigram stopword frequency information alone yields considerable predictive information,
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Method IMDb RT Twitter SST-2 Yelp BoolQ

Random 50.0 50.0 50.0 50.0 50.0 50.0
Standard fine-tuning 94.2 85.2 98.4 92.4 97.6 66.9

likelihood ratio 64.3 60.4 58.2 62.4 70.4 57.5
Shuffled stopword 68.7 60.5 57.8 60.3 77.3 63.1

Table 5.3 Accuracy (%) of methods using stopword information. ‘Likelihood ratio’ LR refers
to the performance when stopword likelihood ratio is used (Equation 5.14) and ‘shuffled
stopword’ SSW when a BERT-base system is fine-tuned to predict decisions using only
shuffled stopwords. Standard is the baseline when a BERT system is fine-tuned for the
standard task, and random is the expected performance with random guessing.

with LR achieving accuracies ranging from 57.5% to 70.4%. This highlights that the
proposed stopword feature, which is designed to be within the space of irrelevant features, is
a pronounced spurious correlation that the system may be prone to relying on when trained
on the data.

Model Influence of Stopword Correlations

Standard SSW
Model In Shifted Out In Shifted Out

BERT 94.2 82.1 71.2 57.7 53.7 50.0
RIT 88.2 73.7 59.1 60.0 57.3 50.5

(a) In=IMDb, Shifted=RT, Out=Twitter

Standard SSW
Model In Out In Out

BERT 97.6 87.8 56.6 51.7
RIT 93.0 71.4 65.0 58.3

(b) in=Yelp, out=SST-2

Table 5.4 Accuracy (%) of a BERT-base system and randomly intialised transformer (RIT)
when finetuned and then evaluated in the training domain (in), in a shifted domain (shifted)
and out-of-domain (out). Models are trained and evaluated in both the normal (standard)
setting, as well as the SSW setting where shuffled stopwords are provided.

Relying on spurious correlations can result in decisions that may not generalise outside
the training domain. The previous results demonstrate that spurious stopword features
could provide predictive information in various classification tasks, implying that spurious
correlations exist between stopword frequencies and class labels. However, we did not
establish whether NLP systems trained normally on the datasets rely on, or are even sensitive
to, the identified stopword-based spurious correlations. The next experiments investigate this,
and two systems are fine-tuned on standard NLP datasets: a pre-trained BERT-base model
and a randomly initialised transformer (RIT). The systems are then analysed by measuring
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the performance degradation when subjected to a domain shift, as well as the system’s
performance on corrupted inputs.

Table 5.4a presents a set-up where IMDb is used as the training domain, RT as the shifted
domain (i.e. a small domain-shift) and Twitter as out-of-domain (a significant domain shift).
Table 5.4b uses the Yelp dataset as the training domain and SST-2 as the out-of-domain.
In the standard setting, when trained on IMDb, BERT achieves an in-domain accuracy 6%
better than RIT, and its performance drops by 12.1% in the shifted domain and 23.0% in
out-of-domain, while RIT drops by 14.5% and 29.1%, respectively. This highlights that
pre-training results in systems that not only have higher in-domain accuracies but are also
more robust to domain changes. The systems are also evaluated using SSW evaluation,
where the inputs are filtered to stopwords only and then shuffled. Though the systems are
trained using full-text inputs, when evaluated on samples corrupting with the SSW text
corruption, the in-domain accuracies remain in the range of 56.6%-65.0%, considerably
above the random performance of 50%. This provides evidence that models pick up and
possibly exploit spurious stopword correlations. Additionally, BERT appears less prone to
exploiting spurious stopword correlations than the RIT, with accuracies consistently lower
than RIT’s in all SSW settings. This may be due to BERT’s pre-training, which helps it to
identify salient linguistic features and reduce reliance on spurious cues like stopwords, which
may explain its better robustness to domain shifts [113].

(a) Shifted-domain (RT) (b) Out-of-domain (Twitter)

Fig. 5.5 Retention plots of the likelihood ratio (LR) across different domains. PT: Pre-trained
(BERT) predictions, RI: Randomly initialised (RIT) predictions, label: Ground truth labels.

To further determine whether models rely on spurious features, we generate retention plots
using the likelihood ratio using the IMDB training stopword distribution. The retention plot
selects the r% of samples with the lowest likelihood ratio and determines what proportion
of the samples were predicted to be positive. If the feature (i.e. the likelihood ratio) is
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independent of the predictions, the expected retention plot is a straight diagonal line, y=r.
If the designed feature is alone sufficient for perfect classification performance, then for a
balanced dataset with two classes, there will be a flat horizontal line up to r=0.5 (since
no points are from the positive class) followed by a steep increment (as then all remaining
examples are in the positive class). The OOD retention plot (Figure 5.5) illustrates that models
can be susceptible to using spurious stop-word correlations. Although in this domain, the true
labels have no relationship with the likelihood ratio features (or very weak correlations), the
RIT makes biased predictions, where samples with a high LR are more likely to be classified
as positive. BERT, however, only shows a mild bias to the stopwords, further illustrating that
pre-trained models may be better at avoiding spurious features.

5.5.2 Identifying Spurious Questions

The next experiments focus on identifying spurious questions (Section 5.4). To analyse
whether systems can solve MCRC questions without access to the context, we first train short-
cut MCRC systems that do not have access to the contexts. We then investigate whether these
shortcut systems can help identify unreliable questions that poorly assess comprehension,
questions that humans might also solve without fully engaging in comprehension, possibly
by relying on world knowledge. This approach could enable test-makers to filter out MCRC
questions that fail to assess comprehension effectively, leading to more reliable exams for
real-world applications.

Datasets

Three popular MCMRC datasets are considered: RACE++ [160, 175], CosmosQA [130]
and ReClor [343]. RACE++ is a dataset of English comprehension questions for Chinese
high school students, taken at a range of difficulties from middle school to college level.
CosmosQA is a large-scale reading comprehension dataset that gathers people’s everyday
narratives and poses questions about the reasoning behind their statements and actions.
ReClor is a logical reasoning dataset based on questions from standardised tests like the
GMAT and LSAT, designed to assess graduate-level logical reasoning skills. All datasets have
four options per question, with one correct answer. Dataset statistics are provided in Table 5.5.
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Train Validation Test

RACE++ 100,388 5,599 5,642
COSMOS 25,262 2,985 –
ReClor 4,638 500 1000

Table 5.5 Dataset statistics for MCRC datasets.

Model training details

For the MCRC experiments, ELECTRA-large is chosen as the foundation model over BERT,
given its superior performance on MCRC tasks [268]. The fine-tuning framework described
in 4.1.2 is used for training. Following the hyperparameters from [268], RACE++ and
CosmosQA models are trained with the Adam optimiser for 2 epochs, using a learning rate
of 2e-6, a batch size of 4, and input sequences truncated to 512 tokens. For ReClor, the same
settings are applied, except training is extended to a maximum of 10 epochs. Fine-tuning
is conducted on the training split, with hyperparameters selected at each epoch based on
validation performance, and final results are reported on the test set. Since the test sets for
CosmosQA and ReClor are not publicly available, the original validation set is used as the
test set, while the training set is further split in an 80:20 ratio into the new training and
validation subsets.

Shortcut System Performance

The first stage of the process for detecting spurious questions involves training shortcut
systems designed to solve questions without relying on sufficient task information. If a system
can solve questions without key information, such as the context in reading comprehension
tasks, then human candidates may also be able to do so. In addition to the shortcut system
trained without context (Q +{O}), we also examine systems trained with only the options
(O}), no question ({O} + C), as well as the standard system with all task information to solve
the standard MCRC task (Q +{O}+C).

Table 5.6 presents the performance of the various systems, also providing cross-domain
performance. The shortcut systems achieve high performance across all MCMRC datasets,
with all context-free systems (Q +{O}) achieving accuracies above 50%, significantly above
the expected random performance of 25%. Further, we find that the context-free systems can
generalise across domains, with the context-free system trained on RACE++ achieving an
accuracy of 54.0% when evaluated on CosmosQA. Other shortcut systems can also perform
better than random. For instance, the option-only system ({O}) achieves an accuracy of
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57.4% on CosmosQA, suggesting that certain characteristics of the options alone may provide
clues to the correct answer. This is potentially problematic, as for MCRC questions, the
correct answer should be indistinguishable from the other options when the context and
question are unknown. However, the option-only prediction rules do not transfer to other
domains, with the option-only systems performing near random performance when evaluated
on other datasets. This difference between the context-free (Q +{O}) and option-only ({O})
systems might be explained since world knowledge can also be used to solve questions across
different domains, but the characteristics of the correct answers are likely to diverge across
different tasks.

Training data RACE++ CosmosQA ReClor

– 25.0 25.0 25.0

RACE++

{O} 41.8 21.4 34.0
Q+{O} 57.3 54.0 34.8
{O}+C 68.2 54.6 46.0
Q+{O}+C 85.0 70.0 48.6

CosmosQA

{O} 30.0 57.4 25.2
Q+{O} 38.7 68.5 27.8
{O}+C 52.4 79.0 40.4
Q+{O}+C 66.8 84.5 41.2

ReClor

{O} 26.1 18.3 49.0
Q+{O} 31.3 33.1 51.8
{O}+C 39.8 36.9 68.4
Q+{O}+C 52.7 41.7 69.8

Table 5.6 Accuracy of various shortcut MCRC systems trained on RACE++, CosmosQA,
and ReClor, with cross-domain evaluation. {O} denotes a system trained with only the
options, ({O}+C), with options and context, ({O}+Q) without the context, and (Q+{O}+C)
the standard system with all inputs.

Identifying Spurious Questions

The previous results highlighted that within particular domains, systems could exploit
particular task shortcuts to avoid comprehension yet achieve reasonable performance. Next,
we investigate whether these systems can be used to identify particular questions where
comprehension can be bypassed. Section 5.4.2 presented proposed metrics that capture
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(a) RACE++ (b) CosmosQA

Fig. 5.6 Distribution of effective number of options and corresponding (binned) accuracy.

question quality, namely the effective number of options (ENO) and the mutual information
(MI).

Figure 5.6 presents the count and accuracy plots of the effective number of options (with
a bin width of 0.2) for the standard (Q+{O}+C) and the context-free (Q+{O}) systems on
RACE++ and CosmosQA. The count shows the number of questions with ENO values within
the bin range, while accuracy refers to the accuracy of all the examples within the bin. Since
the systems are slightly overconfident1, the systems’ output probabilities are calibrated using
temperature annealing [99] (§6.2.3). The ENO is a metric that measures model confidence.
The standard system has high certainty for most points (an ENO close to 1), which is expected
given the baseline’s high accuracy. However, the context-free system, despite having no
contextual information, also has a considerable number of examples in the very low entropy
region, with just over 100 questions in the first bin for both RACE++ and CosmosQA. This
shows that for a subset of questions, the system is confident in its prediction without doing
any comprehension at all. In other cases, the shortcut system can leverage some information
from the question and can reduce the number of effective options to between 2-3, which
implies that certain poor distractors can be eliminated by the question alone. We also show
that for both models, there is a clear linear relationship between uncertainty and accuracy.
This suggests that the system is well-calibrated and that the effective number of options is a
good measure of actual model uncertainty.

To further examine the system’s use of context, we reproduce the plots using mutual
information (MI) as the metric instead of ENO. For each sample, the mutual information is
approximated using Equation 5.27. Examples with a high MI are questions where the model
is certain of the answer with context but uncertain without context - a desired property for
comprehension questions. Figure 5.7 shows the counts when all the examples are binned

1For both models, the mean of the maximum probability is 5% above the overall accuracy.
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(a) RACE++ (b) COSMOSQA

Fig. 5.7 Distribution of counts and corresponding accuracy when points are sorted by Mutual
Information approximation.

by MI and the corresponding accuracies. The count distribution (the green line) has a mix
of high and low MI questions, showing that the use of context varies over questions. As
expected, the accuracy of the baseline system increases when the context is used, while
the accuracy of the shortcut system falls. Although the MI should always be positive, a
few questions have negative values since the models only approximate the true underlying
distributions. The low accuracy of the shortcut model on negative MI questions occurs when
standard world knowledge is not consistent with the information in the context, and so the
context-free confidence was misleading.

Finally, to assess whether our metrics effectively identify questions where comprehension
can be bypassed, we run a human evaluation. We selected the 100 RACE++ questions with
the lowest and highest ENO scores and asked human assessors to answer the questions
without access to the context. All questions were shuffled, the volunteers had native English
proficiency, and the volunteers were instructed to answer each question to the best of their
ability. Table 5.7 demonstrates that, without the context, participants were often able to
answer the high ENO questions, achieving an average accuracy of 91.7% on the 100 lowest
entropy examples, compared to 31.7% on the 100 highest entropy examples. This highlights
that humans can use world knowledge to bypass comprehension, and calculating the ENO
enables us to detect spurious questions.

We also selected 50 RACE++ questions with the lowest and highest MI scores, where the
human assessors first answered the questions without the context and then with the context.
This was used to calculate the increase in accuracy when candidates have access to the
context, as shown in Table 5.8. For high-MI questions, participants experienced a 69.3%
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accuracy increase when the context was provided, compared to a 24.7% boost for low-MI
questions, also highlighting the utility of the MI metric.

Low ENO High ENO

Human 91.7±1.9 31.7±2.9

System 99.0±0.0 24.3±6.2

Table 5.7 Accuracy without the context for
low and high ENO questions.

High MI Low MI

Human ∆69.3±0.9 ∆24.7±5.0

System ∆68.0±0.9 ∆3.3±4.7

Table 5.8 Change in accuracy when given
the context for high and low MI questions.

5.6 Chapter Summary

This chapter considered the risk of learning spurious correlations when training NLP founda-
tion models with domain-specific training data. The chapter discussed why learning spurious
correlations is a risk for NLP tasks, caused by the vast and abstract set of features for NLP
tasks. The chapter then discussed various approaches to detect whether spurious correlations
are present in NLP datasets and methods of examining the influence they may have on the
decisions of actual NLP systems. Experiments demonstrated that by designing spurious
stopword features, these features could have strong predictive information for various text
classification tasks that trained systems appeared to pick up on. We also investigated the
risk of bypassing comprehension in multiple-choice reading comprehension, where systems
without the context could achieve reasonable accuracies and mimic ‘comprehension’. This
was then used to design metrics that identify spurious questions, which was shown to be
effective in an initial human evaluation study.





Chapter 6

Bias in Zero-Shot Classifiers

The previous chapter (§5) discussed spurious correlations, where NLP foundation models
fine-tuned to particular tasks were prone to picking up on spurious signals when making
decisions. Although finetuning has become a popular paradigm, there has been the recent
introduction of instruction-following LLMs [307, 193, 2]. These models are also pre-trained
on large quantities of data but are also further aligned to follow natural instructions (§3.3)
through prompts. Instruction-following LLMs have displayed broad abilities, acting as
generalist systems that can perform a wide range of tasks in few-show or even zero-shot
settings [330, 314, 2]. Although their strong generalisation capabilities suggest that these
systems do not rely on spurious artefacts and correlations, these models can exhibit biases,
favouring certain patterns or characteristics in ways that may lead to inaccurate or unfair
outcomes [101, 247]. Biases in generative LLMs can take many forms, from discriminatory
biases where a model perpetuates social biases implicitly seen in the data (e.g. gender or
racial biases) [162, 101] to cognitive biases [315, 134, 146] and not recognising particular
task invariances. This chapter studies bias present in instruction-following LLMs when
applied as zero-shot text classifiers, focusing on label word bias and permutation bias as the
main forms of bias analysed.

Section 6.1 first discusses the nature of bias and provides examples of human bias and
their counterparts in LLMs. Section 6.2 reviews various debiasing approaches to mitigate bias
in LLM decisions, including prompting, null-input reweighting and permutation debiasing.
Section 6.4 then proposes a practical framework to efficiently achieve permutation debiasing
in real-world scenarios and discusses how to assess permutation bias. Finally, section
6.5 outlines the experimental results and discusses the effectiveness of various debiasing
approaches and their applicability to NLP tasks.
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6.1 Nature of Bias

Bias, whether in humans or machine learning models, has long been an inherent risk of
decision-making [315, 214]. Bias describes an inclination or disinclination for an idea,
person, or thing, which leads to a perspective that is inaccurate, prejudicial, or unfair. For
human decision-making, biases can be attributed to the tendency of the human brain to
simplify information processing through a filter of personal experience and preferences [136].
In the context of machine learning, bias can occur when a model makes incorrect associations
due to assumptions extrapolated from the training data or the algorithm. This section will
first discuss common biases present in human decision-making and then consider biases
present in LLMs, drawing parallels between the two.

6.1.1 Social Biases

Social bias refers to the systematic prejudices and preconceived notions that individuals or
groups hold about certain social categories or individuals [72, 21]. These biases are often
rooted in stereotypes related to race, gender, age, religion, socioeconomic status, and other
social identities. These can manifest to various degrees, including implicit biases, where
people unconsciously associate certain attributes with specific groups, and explicit biases,
where prejudices are consciously endorsed and expressed. Examples of social biases include:

• Gender bias: where behaviours, abilities, or roles are assumed based on gender, e.g.
associating certain professions with women, e.g. nursing, teaching, etc.

• Racial bias: where certain attributes or stereotypes are associated with particular racial
or ethnic groups, for example, stereotyping certain races as more or less intelligent,
hardworking, or trustworthy.

• Age bias: Stereotyping by age, where, for example, older workers are assumed to be
less capable of using technology, ignoring actual unbiased evidence.

Stereotyping can also apply to many further traits and while statistical patterns may
capture real correlations in historical data, using these patterns in decision-making can
perpetuate unfair stereotypes and discrimination. This reflects a fundamental tension between
statistical accuracy and ethical decision-making, particularly when correlations stem from
historical inequities rather than inherent relationships. While it is important for automatic
systems to avoid perpetuating these social biases, addressing these forms of bias is not
the main focus of the thesis. Instead, the primary interest is in examining whether models
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generalise well and perform the task at hand, rather than ethical concerns. The next subsection
will consider cognitive biases, which are more directly related to the main topics of the thesis.

6.1.2 Cognitive Biases

Cognitive biases represent systematic patterns of deviation from rational thinking, which
can influence how individuals process information and lead to illogical or biased decisions.
Extensive research in psychology has demonstrated that humans are susceptible to cognitive
biases [315, 134, 146]. These are often mental shortcuts and heuristics that serve as adaptive
mechanisms to make quick decisions in complex environments. However, they can often
also lead to errors in judgment and decision-making [88]. Examples of notable cognitive
biases are:

• Availability Heuristic: the availability bias [315] describes the tendency to overesti-
mate the likelihood of events based on how easily they come to mind. For example,
if the news frequently reports plane crashes, an individual might overestimate the
probability of dying in a plane accident despite the statistical rarity of such events
because these instances are more readily available in memory. This heuristic is based
on the assumption that if something can be recalled, it must be important, or at least
more important than alternative solutions that are not easily recalled [292].

• Primacy and Recency Bias: The primacy and recency biases [224] describe the ten-
dency to give disproportionate importance to information encountered at the beginning
or the end of a sequence. For example, in a job interview, the interviewer might
remember the first and last candidates more vividly, potentially influencing their hiring
decision despite the possible strengths of candidates in the middle of the interviews.
These biases stem from the limitations and processes of human memory. Early items
are often more memorable due to increased attention and rehearsal (primacy effect),
while recent items are readily recalled because they remain in short-term memory and
face less interference (recency) [10].

• The Framing Effect: The framing effect [316] describes the tendency of individuals
to react differently to choices depending on how they are presented, even when the
underlying information is identical. For example, when presented with medical treat-
ment options, patients may be more likely to choose a risky procedure if told it has a
"90% survival rate" rather than a "10% mortality rate," despite these phrases conveying
the same statistical information. This bias stems from an individual’s tendency to
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interpret information based on how it’s presented, where positive framing may lead to
risk-averse choices, while negative framing can promote risk-seeking behaviour [170].

Understanding cognitive biases can be useful for understanding and improving decision-
making and increase the chance of making rational and accurate decisions. For automatic
classification systems (§4.1), it may be beneficial to consider whether such systems are
impacted by systematic biases, some of which may mirror existing human cognitive bias.

6.1.3 Biases observed in LLMs

Chapter 5 looked at spurious correlations and shortcuts, where models made spurious
decisions due to learning incorrect associations within limited training data. This section
focuses on the types of systematic biases that instruction-following LLMs may display when
prompted for specific tasks. Although related, instruction-following LLMs can be prompted
to perform many general tasks and, therefore, are unlikely to rely on arbitrary task-specific
spurious associations. However, these models may still demonstrate systematic bias, and
recent studies have demonstrated that LLMs exhibit biases similar to the human cognitive
biases discussed previously [1, 133, 178, 288], including:

• Models preferring words prevalent in the training data: Previous work demon-
strated that LLMs are better at performing numerical reasoning for terms that appeared
more frequently during pre-training [271]. Further, when systems are prompted for
zero-shot classification, the models typically favour classes represented by common
tokens [355]. This type of sensitivity to the frequency of training data is related to the
availability heuristic observed in humans.

• Models preferring the first option in multiple choice answering: LLMs have
shown to be sensitive to the ordering of options when answering multiple choice
questions [247, 356], and are biased, often preferring answers in particular positions.
This shares similarities with primacy and recency bias, where humans may be biased
in remembering information at the start or end.

• Models being sensitive to the choice of prompt: Prompt-based LLMs are also
sensitive to the prompt template, where works have demonstrated that rephrasing the
same prompts can significantly impact task performance [80, 286, 297, 360]. This
particular type of bias can be related to the framing effect, where the same information
rephrased can change an individual’s decision
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While these patterns share surface similarities with human cognitive biases, LLMs operate
through fundamentally different abstract computational processes than human cognition.
These parallels therefore serve more as useful analogies for understanding model behavior
rather than suggesting LLMs experience cognitive biases in the same way humans do.

Biases in machine learning applications can have many sources, though they can broadly
be divided into two primary categories: algorithmic bias and data bias [12, 214]. Algorithmic
bias is bias introduced by the machine learning algorithm itself, such as design choices of
the algorithm, selection of features, or model architectures. For example, RNNs [63] may
struggle to capture long-range dependencies due to the vanishing gradient problem [121],
leading them to overemphasise recent information. On the other hand, data bias is caused by
the training data. Models trained on biased data may replicate similar biases [133], though
bias can also emerge from the statistical properties of the training data (e.g. frequently
encountered facts may result in higher associated language model probabilities).

Having outlined examples of observed biases in LLMs that may mirror cognitive biases,
the next section will explore debiasing methods aimed at aligning models more effectively,
reducing bias, and improving performance across various tasks.

6.2 Debiasing Predictions

The previous section discussed how instruction-following LLMs can exhibit biases similar
to cognitive biases, which may impair their reasoning and, consequently, influence task
performance [271, 355, 360]. Given the widespread adoption of these models in real-world
applications, addressing these biases and finding ways to ensure more robust and effective
use of LLMs is becoming increasingly important. Hence, this section describes various
existing methodologies of debiasing instruction-tuned LLMs when deployed as zero-shot
classifiers, focusing on the specific biases discussed in Section 6.1.3.

6.2.1 Debiasing by Further Training

Section 3.3.3 introduced the concept of instruction tuning, where model alignment is achieved
by curating desired system responses and training the model to generate similar responses. A
straightforward method to address an identified bias is to incorporate additional examples into
the training dataset [163] or the instruction tuning dataset for further sequential training [180,
239]. For instance, the labelled examples can be counterfactual data points that contradict
the bias, e.g. inputs where relying on a gender or cognitive bias results in an incorrect answer
[208, 180].
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Debiasing via further training [162, 163], though, does have considerable limitations.
Firstly, this method requires full white-box access to the model parameters, which may
not always be available. Many current capable LLMs, such as GPT-4 [2] and Gemini [6],
are closed-sourced and cannot be further trained. Secondly, this reintroduces both data
and computational training requirements, which reduces the advantages of having general
instruction-following LLMs with good zero/few-shot capabilities. Lastly, foundation models
are often available as checkpoints after the language modelling pre-training or as the final
parameters after instruction tuning. When models are debiased via further sequential training
on a single dataset from the instruction-following checkpoints [239], there is the risk of
forgetting catastrophically the LLM’s previously acquired abilities [74] (although this risk
can be mitigated by parameter efficient fine-tuning [34]).

6.2.2 Debiasing by Prompting

The main drawbacks of the previous debiasing approach were that further training introduces
extra computational requirements and is not applicable in black-box scenarios. Prompting
has recently emerged as a simple and effective way of adapting models to tasks and domains
without modifying any of the system parameters [30, 330]. Hence, prompting to steer LLMs
has been proposed as an approach of zero-shot debiasing [79, 173, 231]. In this method, an
additional instruction is added to the input instruction, explicitly instructing the LLM not to
use a particular bias. For example, in the task of coreference resolution, when debiasing the
model against gender bias, one can explicitly add text to the prompt to instruct the model not
to use any gender information when making predictions. E.g.:

-----------------------------------------------------------------
Who does "he" refer to in the sentence:
"The physician hired the secretary as he is highly recommended."
Do not use any gender information when making the prediction.
---------------------------------------------------------------

Further, one can provide in-context examples that explicitly demonstrate debiased responses,
for example, directly contradicting the stereotypical gender prior, such that the model may
realise that this bias should be avoided. E.g.:

-----------------------------------------------------------------
Who does "she" refer to in the sentence:
"The chief hired the assistant as she needed help."
Ans: Chief
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Who does "he" refer to in the sentence:
"The physician hired the secretary as he is highly recommended."
---------------------------------------------------------------

More complicated prompting strategies have been proposed, such as using textual preambles
constructed from manually designed templates [231], or eliminating information (e.g. gender-
agnostic sentences) which enables the model to reason based on factual knowledge rather
than the bias (e.g. gender stereotypes) [173]. However, all these approaches are only as
effective as the alignment abilities of the model, as well as the model’s interpretation of the
discussed bias. Further, if the pre-training data has caused a strong association with the bias,
even if prompted, the model may not be able to suppress the bias.

6.2.3 Debiasing by Null-Input Reweighting

For standard classification tasks using prompt-based classifiers [141, 355], various works
have demonstrated that systems can be biased to particular design choices. For prompt-based
classifiers (previously discussed in Section 4.1.3), given prompt P and label words z1:K , the
class probabilities are assumed to be proportional to the language model probability of the
label words,

P(ωk|xxx,P,z1:K;θθθ) =
Plm(zk|P(xxx);θθθ)

∑
K
j=1Plm(z j|P(xxx);θθθ)

(6.1)

ŷ = argmax
y∈Y

P(y|xxx,P,z1:K;θθθ) (6.2)

Existing work has shown that these systems can be sensitive to the wording of the prompt [297],
the choice of label words used [286, 355] and the few-shot examples given (if provided) [355].
For example, Zhao et al. [355] consider the few-shot scenario and identify pitfalls of the
systems, such as recency bias (predicting answers that appear at the end of the prompt),
majority label bias (predicting labels appearing frequently in the in-context examples) and
common word bias (predicting words that appear frequently in training data). These biases
cause the system to have performance highly sensitive to the choice of prompt P and label
words z1:K , with accuracies that range from near-random to state-of-the-art across settings.
To address these biases, they proposed "calibrating" the outputs.

Calibration is a post-processing technique that aims to align the model’s confidence with
its expected accuracy. Given a predictive classifier P(y|xxx;θθθ) and dataset D = {xxx(i),y(i)}M

i=1,
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perfect calibration [99] is defined when the probability associated with a class ωk exactly
reflects the expected accuracy of the system.

∑
M
i=1 ∑

K
k=11(ωk = y(i)) ·1(|P(ωk|xxx(i);θθθ)− p|< ε)

∑
M
i=1 ∑

K
k=11(|P(ωk|xxx(i);θθθ)− p|< ε)

= p, ∀p ∈ [0,1] (6.3)

Where ε is a small positive threshold that defines the neighbourhood considered around
a given probability p. Alternatively, a less strict definition of calibration is top-1 calibra-
tion [50], which occurs when the average confidence matches the overall accuracy of the
system:

1
M

M

∑
i=1

P(ŷ(i)|xxx(i);θ) =
1
M

M

∑
i=1
1(ŷ(i) = y(i)) (6.4)

Where ŷ(i) is the predicted class for the i-th example, i.e. the class with the highest associated
probability:

ŷ(i) = argmax
y∈Y

P(y|xxx(i);θ) (6.5)

To get calibrated outputs, post-processing methods such as matrix scaling [99] are commonly
applied. Let p ∈RK denote a vector of probabilities, and q ∈RK be the output “calibrated"
probabilities. Matrix scaling adjusts the output probabilities by applying a simple affine
transformation on the logits,

q = softmax(W logp+ααα) (6.6)

Where W ∈ RK×K and ααα ∈ RK are learnable parameters that define the post-processing
adjustment1, often optimised to minimise the NLL of the validation dataset [355]. However,
in zero-shot and few-shot settings, no labelled data is available. To address this, Zhao
et al. [355] propose applying similar affine transformations but using null-inputs to estimate
parameters with zero data. Unlike traditional model calibration, which aims to align the
model’s confidence with its expected accuracy [250, 99], their goal is to minimise implicit
bias toward any class, similar to how scales are “calibrated" before use. They set W = I
and estimate ααα using a null input, /0, which is designed to be uninformative and contain no
meaningful classification information (e.g., the empty string, “N/A,” or [MASK]). Without an
informative input, the model is expected to have no implicit class preferences and return a
uniform distribution. Therefore, ααα is set to ensure a uniform output distribution for the null

1Setting ααα = 0 and W to a scalar multiple of the identity matrix, W = (1/T ) · I, results in temperature
annealing [250, 99], a popular calibration approach.
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input, achieved by setting αk to the reciprocal of the language model’s probability of each
label word,

αk =
1

Plm(zk|P( /0);θθθ)
(6.7)

If applied at inference to new inputs, the debiased output probability distribution takes the
form,

P(ωk|xxx,P,z1:K,ααα;θθθ) =
αkP(ωk|xxx,P,z1:K;θθθ)

∑
K
j=1 α jP(ω j|xxx,P,z1:K;θθθ)

(6.8)

6.2.4 Permutation Debiasing

What is the capital of England?
A) London
B) Paris
C) Berlin

A) Paris
B) Berlin
C) London

A
B
C

A
B
C

…

A) Berlin
B) London
C) Paris

A
B
C

What is the capital of England?

What is the capital of England?

What is the capital of England?

A) London
B) Paris
C) Berlin

Permutation debiased

Fig. 6.1 Depiction of Permutation Debiasing. LLM decisions may be sensitive to the input
order, which can be debiased by averaging the probabilities associated with all permutations.
The diagram depicts the process for 3 permutations, though permutation debiasing uses all 6.

The previous null-input reweighting (§6.2.3) corrects label word bias for prompt-based
classifiers. This method can be applied to correct for any form of label word bias, whether
that’s caused by models favouring common tokens or caused by positional bias, such as
where the model prefers the first option in a multiple choice question answer (MCQA)
exam. However, particular tasks may have known invariances, leading to bespoke debiasing
approaches. For example in MCQA, given an input question qqq, context ccc and options aaa1:K , let
Aσ represent a particular ordering of the options (e.g. Aσ = {aaa3,aaa1,aaa2,aaa4}). The ordering of
the options, σ , should not influence the system’s selection. Ideally, the system should exhibit
permutation invariance where the same probabilities are assigned to the options irrespective
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of the input ordering of the options:

P
(
aaak|qqq,ccc,Aσ j ;θθθ

)
= P(aaak|qqq,ccc,Aσm;θθθ) ∀ j,m (6.9)

Note that in equation 6.9, P
(
aaak|qqq,ccc,Aσ j ;θθθ

)
represents the distribution over the options aaak,

and not the positions ωk. The prompt-based classifiers may generate the probabilities of the
option’s position, P

(
ωk|qqq,ccc,Aσ j ;θθθ

)
, where ωk ∈ {A,B,C,D}, but this can then be converted

to the relevant option by selecting the option in the k-th position of Aσ .
To ensure that there is no permutation sensitivity, one can return the ensembled probabili-

ties over all permutations [356]. Since the set of all permutations is the same irrespective
of the input permutation, the model will return the same output distribution, P(aaak|qqq,ccc,A;θθθ),
for all input orderings. The permutation debiased output can be defined as:

P(aaak|qqq,ccc,A;θθθ) =Eσ [P(aaak|qqq,ccc,Aσ ;θθθ)] (6.10)

WhereA denotes the set of options, i.e. in an order invariant format. This approach eliminates
any permutation sensitivity and positional bias (which will be outlined in greater detail in
§6.4.4). However, it requires K! passes through the LLM which could be prohibitively
expensive. Approximate approaches such as cyclic permutations [356] can be used, but this
still requires K passes, which can be computationally expensive when many options are used.

6.3 Debiasing via Reweighting

The previous section (§6.2) discussed existing methods of debiasing zero-shot classifiers.
Section 6.2.3 described that for standard classification tasks, Zhao et al. [355] proposed using
a data-free approach of reweighting the output probabilities of prompt-based classifiers. Here,
the reweighting parameters ααα were estimated by looking at the language model probabilities
associated with label words when using null inputs. Although the data-free method is highly
practical and adds minimal computational overhead, in different scenarios, varying amounts
of data might be available to leverage for the task. Therefore, in this section, we propose
to generalise the reweighting approach and consider how the method may extend to both
supervised and unsupervised scenarios. Further, we will draw a connection between the
data-free approach [355] and the unsupervised objective of ensuring that the prior over the
classes is uniformly distributed.

For prompt-based classifiers (§4.1.3), given prompt P and label words z1:K , the class prob-
abilities are assumed to be proportional to the language model probability of the label
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words,

P(ωk|xxx,P,z1:K;θθθ) =
Plm(zk|P(xxx);θθθ)

∑
K
j=1Plm(z j|P(xxx);θθθ)

(6.11)

The reweighting method debiases the classifier by reweighting the probabilities associated
with each label word. Provided the bias originates from a systematic token-level source
(e.g. label word bias, where common words are preferred to rarer words), one may apply a
simple rescaling of the class logits to correct for any inadvertent implicit prior. This can be
achieved by introducing parameters ααα = [α1:K] that rescale the class probabilities such that
each weight αk ∈ R+ defines a simple scaling of the probabilities for class k,

P(ωk|xxx,P,z1:K,ααα;θθθ) =
αkP(ωk|xxx,P,z1:K;θθθ)

∑
K
j=1 α jP(ω j|xxx,P,z1:K;θθθ)

(6.12)

ŷ = argmax
y∈Y

P(y|xxx,P,z1:K,ααα;θθθ) (6.13)

The final decision ŷ is the class with the highest probability. The weights ααα can be determined
depending on the objective and the data available for analysis.

6.3.1 Reweighting with Labelled Data

For many classification tasks, the main performance metric is downstream task accuracy. If
the model is biased towards a specific class, this will impact performance since decisions
will be skewed to that class, increasing the error rate. If labelled data, D = {(xxx(i),y(i))}M

i=1

is available, then one can directly optimise the objective metric (accuracy), which will
implicitly correct any large deviations in the assumed class prior. The optimal weights ααα∗

are therefore defined as the weights that maximise the accuracy of the prompt classifier
P(ωk|xxx,P,z1:K,ααα;θθθ) over the dataset D,

ααα
∗ = argmax

ααα

(
1
M
·

M

∑
i=1
1
(
y(i) = argmax

y∈Y
P(y|xxx(i),P,z1:K,ααα;θθθ)

))
(6.14)

Unlike supervised fine-tuning (§4.1.2), reweighting does not update any model parameters
and is also applicable in grey-box scenarios where only output logits are available. It also
adds minimal computational overhead, as the weights simply rescale the output probabilities.
However, requiring labelled data limits the benefits of zero-shot prompt-based classifiers,
which do not otherwise require task-specific labelled data. Additionally, with access to
labelled data D, one could directly fine-tune the model to achieve greater task performance.
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6.3.2 Reweighting with Unlabelled Data

To reduce the data requirements required from supervised optimal reweighting, one can
instead consider unsupervised approaches to determine the values of ααα . Instead of optimising
for accuracy, one can find the values ᾱαα that ensure that the classifier is unbiased, such that
the class prior P(ωk|P,z1:K,ααα) matches the true prior P(ωk). The system’s class prior can be
estimated using a Monte Carlo approximation,

P(ωk|P,z1:K,ααα;θθθ) = Exxx [P(ωk|xxx,P,z1:K,ααα;θθθ)] (6.15)

≈ 1
M

M

∑
i=1

P(ωk|xxx(i),P,z1:K,ααα;θθθ) (6.16)

While the true prior of the task can be estimated using the labelled dataset:

P(ωk)≈ P(ωk|D) =
1
M

M

∑
i=1
1(ωk = y(i)) (6.17)

However, to avoid data requirements, instead of calculating the true prior using supervised
data, one can assume that there should not be any expected class bias and that the probabilities
should be equal over all classes,

P(ωk)≈
1
K

(6.18)

Prior matching is then performed by finding the weights ααα which minimise the discrepancy
between the systems’ class prior and the assumed prior,

ᾱαα = argmin
ααα

K

∑
k=1
|P(ωk|P,z1:K,ααα;θθθ)−P(ωk)| (6.19)

For any prior, an optimal solution ᾱαα which exactly matches the distribution exists, though with
one degree of freedom which can be constrained by setting α1 = 1. By assuming a uniform
prior, this approach becomes unsupervised and uses no class labels, only requiring text
inputs, i.e. an unlabelled dataset Dx = {xxx(i)}M

i=1. This approach offers practical application
in scenarios where unlabelled in-domain data is available or when inference is done over a
large batch of data simultaneously (which is often the case for NLP test sets).
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6.3.3 Reweighting with No Data

Although reweighting using unlabelled data avoids the need for human annotations, the
dependence on unlabelled dataset Dx remains a drawback as it requires access to in-domain
task data. The most practical approach would be a completely data-free solution with no
data requirements. Consider the expression of the system’s class prior marginalised over the
inputs xxx,

P(ωk|P,z1:K,ααα;θθθ) = Exxx{P(ωk|xxx,P,z1:K,ααα;θθθ)} (6.20)

= Exxx

[
αkPlm(zk|P(xxx);θθθ)

Z(xxx,P,z1:K,ααα,θθθ)

]
(6.21)

where Z(xxx,P,z1:K,ααα,θθθ) = ∑
K
j=1 α jPlm(z j|P(xxx);θθθ). This expression can be approximated

using the Taylor series of the expectation of a ratio [232]. The Taylor series approximation
of a ratio is given as:

Exxx

[
f (xxx)
g(xxx)

]
≈ Exxx[ f (xxx)]

Exxx[g(xxx)]
− cov( f (xxx),g(xxx))

Exxx[g(xxx)]2
+

Exxx[ f (xxx)]var(g(xxx))
Exxx[g(xxx)]3

≈ Exxx[ f (xxx)]
Exxx[g(xxx)]

(6.22)

Where the final step assumes that the covariance between f (xxx) and g(xxx) is small and the
variance of g(xxx) is not too large. Therefore, the class prior of the debiased classifier
P(ωk|P,z1:K,ααα;θθθ) can be approximated as:

P(ωk|P,z1:K,ααα;θθθ) = Exxx

[
αkPlm(zk|P(xxx);θθθ)

Z(xxx,P,z1:K,ααα,θθθ)

]
(6.23)

≈ Exxx[αkPlm(zk|P(xxx);θθθ)]

Exxx[Z(xxx,P,z1:K,ααα,θθθ)]
(6.24)

≈ αkPlm(zk|P;θθθ)

Z(P,z1:K,ααα,θθθ)
(6.25)

Where the final line, Equation 6.25, uses the distributions marginalised over the inputs xxx,

Plm(zk|P;θθθ) = Exxx[Plm(zk|P(xxx);θθθ)] Z(P,z1:K,ααα,θθθ) = Exxx[Z(xxx,P,z1:K,ααα,θθθ)] (6.26)
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Equating the system’s class prior, P(ωk|P,z1:K,ααα;θθθ), with the true prior based on the
supervised dataset, P(ωk|D), yields an expression to solve for an approximation of ᾱk:

P(ωk|P,z1:K, ᾱαα;θθθ) = P(ωk|D) (6.27)

ᾱkPlm(zk|P,z1:K;θθθ)

Z(P,z1:K, ᾱαα,θθθ)
≈ P(ωk|D) (6.28)

ᾱk ≈
Z(P,z1:K, ᾱαα,θθθ) ·P(ωk|D)

Plm(zk|P,z1:K;θθθ)
(6.29)

However, the purpose of this derivation is to motivate a zero-data method, and it is therefore
impractical to require labelled data to determine the prior P(ωk|D). In many scenarios, there
should be no inherent preference towards any class, and hence one can assume that the true
prior, P(ωk|D), is uniform. Additionally, due to the normalisation, scaling all weights by
a constant multiple will not influence the probabilities, and therefore one can derive the
analytical approximation,

ᾱk ≈
1

Plm(zk|P,z1:K;θθθ)
(6.30)

This illustrates that the null-input approximation done by Zhao et al. [355] relates to the
unsupervised prior-matching method by making the assumption that,

P(zk|P,z1:K;θθθ)≈ Plm(zk|P( /0);θθθ) (6.31)

I.e., the marginalised language model probabilities can be approximated by the language
model probabilities associated with the null input. This completes the connection between
the unsupervised reweighting that we propose with the data-free method proposed by [355]
(§6.2.3), where the data-free weights can be estimated following:

ᾱk ≈
1

Plm(wk|P( /0);θθθ)
(6.32)

6.4 Efficient Positional Debiasing

The reweighting debiasing strategy (§6.3) requires only a fixed, small overhead to estimate the
weights ααα , and thus can be applied without significantly increasing computational complexity.
In contrast, permutation debiasing (§6.2.4), which averages probabilities across all input
permutations, incurs inference costs that scale with K!, making it prohibitively expensive as
K grows. Therefore, this section explores how permutation debiasing can be adapted to be
more computationally feasible while maintaining its effectiveness.
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This section introduces the Teacher-Student Debiasing Distillation (TSDD) framework, an
unsupervised permutation debiasing scheme designed for efficient inference. The framework
prioritises low inference costs in real-world applications, while training computational costs
are not a primary concern. Unlike further-training debiasing methods that rely on annotated
debiased examples (§6.2.1), TSDD leverages the computationally expensive permutation
debiasing to automatically generate unbiased decisions, which are then distilled into a more
efficient student model. Two variations of compact student models are proposed: a basic
knowledge-distilled student and an error-correction student.

6.4.1 Distillation

For a selected task T , the goal of the TSDD framework is to train a compact, inference-
efficient student to emulate the predictions of a debiased teacher. The most inference-efficient
approach is to distil the knowledge [117] of a debiased teacher distribution parametrised
by θθθ onto a small non-autoregressive student parametrised by weights θ̂θθ s. Given any input
question qqq, context ccc and ordered options Aσ , the student can be designed to model the
debiased teacher distribution,

P(aaak|qqq,ccc,Aσ j ; θ̂θθ s)≈Eσ [P(aaak|qqq,ccc,Aσ ;θθθ)] ∀ j (6.33)

i.e., irrespective of the ordering of the options presented to the student, the student should
predict distributions consistent with those from the debiased teacher. This is achieved by
minimising the KL divergence between the student and teacher distributions:

Ld(θθθ s) =E{qqq,ccc,A},σ

[
KL
(
P(aaa|qqq,ccc,A;θθθ)||P(aaa|qqq,ccc,Aσ ;θθθ s)

)]
(6.34)

θ̂θθ s = argmin
θθθ s

Ld(θθθ s) (6.35)

where as defined in Equation 6.10, P(aaa|qqq,ccc,A;θθθ) is the permutation debiased output of the
teacher,

P(aaak|qqq,ccc,A;θθθ) =Eσ [P(aaak|qqq,ccc,Aσ ;θθθ)] (6.36)

During training, the debiased teacher probabilities are computed, which for full permutation
debiasing requires K! white-box calls for each data point. However, once the student has
been trained, it can be used independently of the original LLM and be significantly faster.
Although this process requires access to the output probabilities, which is usually only
available with white-box access, Section 6.4.3 will discuss how to apply teacher-student
training in black-box settings.
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6.4.2 Error Correction

While the previous student-distillation approach is highly inference efficient and only requires
a single forward pass through the student system, the capacity of a small proxy system
may be insufficient when applied to complex tasks. Therefore, as an extension to vanilla
distillation, we consider having a student that performs error-correction. Instead of directly
performing the task given the input, the error-correction student receives a sample ãaa from the
teacher system P(aaa|ccc,qqq,Aσ ;θθθ), which may be biased, and this sample is also used to predict
the debiased teacher distribution. The student therefore has form P(aaa|qqq,ccc,Aσ ,ãaa; θ̂θθ s), and
similarly aims to return the debiased distribution such that:

ãaa∼ P(aaa|ccc,qqq,Aσ ;θθθ) (6.37)

P(aaa|qqq,ccc,Aσ ,ãaa; θ̂θθ s)≈Eσ [P(aaak|qqq,ccc,Aσ ;θθθ)] (6.38)

During training, the student can now use the prediction from the (possibly) biased teacher
and aim to correct for any bias present in the system’s decision. The training loss is again the
expected KL divergence between the student proxy and the debiased teacher, but now, with
the expectation also over sampled teacher predictions,

Le(θθθ s) =E{qqq,ccc,A},σ

[
Eãaa∼P(aaa|qqq,ccc,Aσ ;θθθ)

[
KL
(
P(aaa|qqq,ccc,A;θθθ)||P(aaa|qqq,ccc,Aσ ,ãaa;θθθ s)

)]]
(6.39)

θ̂θθ s = argmin
θθθ s

Le(θθθ s) (6.40)

At inference time, the student now requires a single black-box sample from the teacher to
approximate the teacher’s full debiased distribution. If the student is much smaller and more
computationally efficient than the original system, this can be achieved with minimal increase
in computational costs.

6.4.3 Black-Box Considerations

The distillation and error correction approaches outlined in Sections 6.4.1 and 6.4.2 have
assumed access to the debiased teacher distribution P(aaa|xxx,A;θθθ) during training. This requires
access to the output logits, which are only available in white-box or grey-box settings.
However, some LLMs may be closed-source and not provide access to the output probability
distributions. In such black-box settings, a hierarchical Monte Carlo approximation of the
debiased teacher can be used, where for each permutation of the options, multiple decisions
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are stochastically sampled from the LLM,

σ ∼ {σ1,σ2, ...,σK!} (6.41)

ãaa( j) ∼ P(aaa|ccc,qqq,Aσ ;θθθ) (6.42)

First, a random permutation of the answers, Aσ , is selected, followed by sampling from the
resulting biased distribution. In expectation, this process recovers the debiased distribution,
allowing for a sample-based approximation:

P(aaak|qqq,ccc,A;θθθ) = Eσ [P(aaak|qqq,ccc,Aσ )] (6.43)

≈ 1
M

M

∑
j=1
1(ãaa( j) = aaak) (6.44)

Where M is the number of draws taken from the (possibly) biased teacher distribution.
Furthermore, the Monte Carlo approximation for the knowledge distillation criteria becomes:

Ld(θθθ s) =E{qqq,ccc,A},σ

[
KL
(
P(aaa|qqq,ccc,A;θθθ)||P(aaa|qqq,ccc,Aσ ;θθθ s)

)]
(6.45)

c
=E{qqq,ccc,A},σ

[
Eaaa∼P(aaa|qqq,ccc,A)

[
− lnP(aaa|qqq,ccc,Aσ ;θθθ s)

)]]
(6.46)

≈E{qqq,ccc,A},σ
[ 1

M
·

M

∑
j=1
− lnP(ãaa( j)|qqq,ccc,Aσ ;θθθ s)

]
(6.47)

This demonstrates how the student models can be trained to emulate the debiased teacher
distribution with only black-box access to the teacher LLM.

6.4.4 Assessing Bias

To evaluate whether a system exhibits a particular bias and to validate the effectiveness
of debiasing approaches, a systematic method for assessing bias is required. This section
proposes metrics for MCQA tasks that measure whether systems are sensitive to the input
ordering of options.

Permutation Sensitivity: The distribution over possible answers should be unaffected by the
input ordering. Therefore, to quantify the permutation sensitivity of a model to changes in
the input order, one can measure the expected divergence between the distributions resulting
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from any two possible permutations Aσ j , Aσm:

ps(θθθ) =E{qqq,ccc,A}

[
Eσ j,m

[
1
2

K

∑
k=1

∣∣∣P(aaak|qqq,ccc,Aσ j ;θθθ
)
−P(aaak|qqq,ccc,Aσm;θθθ)

∣∣∣]] (6.48)

The total variation distance [169] is used as the distance metric due to its bounded nature,
symmetry, and intuitive interpretability. Other metrics, such as the KL divergence, may
be unbounded and, if used, may provide metrics that are disproportionately influenced by
individual outlier samples that have high divergence.

Positional Bias: A possible cause for permutation sensitivity may be systematic bias, where
the most obvious form of bias is a global preference for a specific option. To measure if
there is any systematic preference for certain positions irrespective of the option, one can
look at the average probability mass associated with each position, ωk ∈ {A,B,C,D}, over all
permutations, σ :

P(ωk;θθθ) =E{qqq,ccc,A},σ [P(ωk|qqq,ccc,Aσ ;θθθ)] (6.49)

This marginalised distribution looks at the probability of the k-th option irrespective of how
the options have been presented. If this positional distribution is non-uniform, the natural
interpretation is that the underlying LLM has a preference towards a particular position and
is biased. Therefore, a measure of positional bias can be defined as the divergence between
the positional and uniform distribution:

pb(θθθ) =
1
2

K

∑
k=1

∣∣∣∣P(ωk;θθθ)− 1
K

∣∣∣∣ (6.50)

Note that positional bias is more relaxed than permutation sensitivity; a system that is
permutation insensitive guarantees having no positional bias, while the reverse is not true.

6.5 Experiments

The experiments in this section focus on identifying whether zero-shot prompted LLMs
display bias and whether the bias can be mitigated with post-processing techniques. The
first set of experiments examines zero-shot classifiers for general text classification tasks.
Here, the aim is to determine the effectiveness of zero-shot text classifiers, whether they are
susceptible to label-word bias, and whether reweighting (§6.3) can alleviate such biases. The
second set of experiments then examines the abilities of zero-shot LLMs when applied to
MCQA tasks. The analysis aims to identify whether prompted LLMs exhibit positional bias
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and whether weight debiasing (§6.3) and/or permutation debiasing (§6.2.4) mitigates such
biases. Lastly, we examine whether the student-teacher distillation framework (§6.4) can be
used to enable practical permutation debiasing.

Datasets

For the analysis, experiments are conducted on several standard NLP datasets across the
tasks discussed in Section 4.2.1, covering sentiment classification, natural language inference
(NLI), paraphrase detection, and multiple choice question answering (MCQA):

• For sentiment classification, IMDb [200], Rotten Tomatoes (RT) [237], and Amazon
polarity [126] are considered. All datasets assess binary sentiment classification, where
each review has to be classified as positive sentiment or negative sentiment (with the
datasets previously introduced in Section 5.5.1).

• For NLI, the Stanford Natural Language Inference (SNLI) [26] and Multi-Genre
Natural Language Inference (MNLI) [336] are used. SNLI contains pairs of sentences
where the relationship is classified as entailment, contradiction, or neutral, using
human-written English sentences. MNLI is an extension of SNLI, where sentence
pairs are collected from a diverse range of domains and genres, covering both spoken
and written text.

• For paraphrase detection, the Quora Question Pairs (QQP) [260] dataset is used. The
objective of the task is to identify duplicate questions, with binary labels indicating
whether the pair of questions are semantically equivalent.

• For MCQA, we use RACE++ [160, 175], CosmosQA [130], ReClor [343] and ARC-
EASY [46]. The first three datasets are multiple-choice reading comprehension exams
(previously introduced in Section 5.5.2), while ARC-EASY contains multiple-choice
science exam questions drawn from grade-school level assessments with no contextual
passage.

As the focus of this chapter is on zero-shot classification, the models are not trained on any
training data and are only evaluated on each dataset’s test examples. For both QQP and
Amazon, we randomly sample 10k examples from the test set (as the original test sets have
around 400k examples). Table 6.1 presents the test set statistics for the datasets. Most datasets
are relatively balanced over the classes, with the exception of QQP, where the number of
non-paraphrases is double the amount of paraphrases. Datasets such as RACE++ and MNLI
also exhibit mild imbalances.
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Dataset Test Examples K Class Distribution (%)

IMDb 25,000 2 50.0% / 50.0%
RT 1,840 2 50.0% / 50.0%

Amazon 10,000 2 50.0% / 50.0%
QQP 10,000 2 63.1% / 36.9%

SNLI 10,000 3 34.3% / 32.7% / 33.0%
MNLI 9,820 3 35.4% / 31.9% / 32.7%

RACE++ 5,642 4 21.8% / 25.9% / 27.2% / 25.2%
CosmosQA 2,985 4 25.1% / 25.0% / 25.0% / 24.9%

ReClor 1000 4 25.2% / 25.2% / 24.9% / 24.6%
ARC-EASY 2,376 4 25.1% / 24.6% / 26.7% / 23.6%

Table 6.1 Data statistics for the test sets, presenting a number of test examples, number of
classes (K), and class distributions (%).

Instruction-Following Models

We select and investigate two different open-source LLM families. The first is FlanT5 [42],
an encoder-decoder T5 [266] system that has been further instruction-tuned (§3.3.3) on
the FLAN collection [193], a diverse set of over 1,800 NLP tasks. The second is Llama2-
chat [314], a decoder-only pre-trained transformer (§3.2.2) that is further instruction-tuned
(§3.3.3) on 27,540 annotations of multi-turn dialogue, specifically designed to improve its
conversational capabilities. As this section examines zero-shot prompting, ‘Llama2’ will
specifically refer to the chat instruction-following variant and not the pre-trained language
model. We examine various sizes of both FlanT5 (220M, 770M, 3B, 11B) and Llama2
(7B, 13B). Although numerous other NLP foundation models are available (§3.2), FlanT5
and Llama represent some of the most capable open-source instruction-following LLMs,
particularly at the time of conducting experiments.

6.5.1 Debiasing by Reweighting for Text Classification

The experiments in this section will examine zero-shot text classifiers for sentiment analysis,
NLI and paraphrase detection, investigating the system’s robustness to design choices such
as prompts and label words. As discussed in Section 6.1.3, LLMs can exhibit biases that can
cause performance degradation. In this section, we focus on label word bias and analyse
how the choice of label words may affect downstream performance. In theory, synonyms
should be interchangeable and not affect performance. However, LLMs are pre-trained with
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language modelling tasks over large unsupervised datasets (§3.1) and therefore less common
words, such as "phenomenal", may have lower likelihoods than common words, such as
"good", even if both equally fit the context. To investigate approaches to mitigate label word
bias, we apply weight reweighting (§6.3) with the following three methods considered:

• optimal (§6.3.1), where supervised data is used to find the weights that maximise the
task accuracy. This approach requires labelled data and, therefore, is less practical but
serves as an upper bound of the performance possible by weight reweighting.

• prior-match (§6.3.2), where unsupervised data is used to find weights that ensure a
balanced class prior over all system predictions. The unlabelled data is the input test
text data without using any labels.

• null-norm (§6.3.3), which is a zero-resource approach that requires no data, originally
proposed by Zhao et al. [355]. In this method, the weights are set to the reciprocal of
the LLM probability associated with each label word given the null input /0, where we
use the empty string as the null input.

To determine the LLMs label word bias, we consider a set of synonyms for each class
in a given task and observe the performance variations when a random combination of
label words is used. Table 6.2 presents the prompts evaluated for sentiment classification
and NLI, while Table 6.3 shows the respective label words (i.e. sets of synonyms) used.
By measuring the performance fluctuations across different prompts and label words, we
can determine the level of label bias present, as systems with no label-word bias should
have similar performance across all synonym permutations. Additionally, by evaluating the
increase in average performance after applying the different reweighting debiasing schemes,
we can identify whether our approaches effectively debias the systems and yield more robust
performance across prompt-classifier settings.

Sentiment Classification Prompts Textual Entailment Prompts

classify the following review: is the second text an entailment of the first text?
how was the movie? does the second text directly follow from the first text?
which word best describes the text? are the texts related?
what is the sentiment? does text 1 imply text 2?
what is the reviewer’s verdict? can text 2 be logically derived from text 1?
is the following movie good or bad? does the hypothesis logically follow the premise?

Table 6.2 Prompts used for sentiment classification and textual entailment.
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Class Synonyms

Sentiment Classification

Positive good great amazing fantastic positive
Negative bad terrible poor horrible negative

Textual Entailment

Entailment yes correct follows yeah
Neutral maybe unclear potentially neutral

Contradiction no incorrect contradiction nope

Table 6.3 Selected label words used for sentiment classification and textual entailment tasks,
representing synonyms for each category.

Class Bias

0 10 20 30 40 50 60 70 80 90 100
Fraction of predictions assigned to 'positive' class (%)

IMDb

RT

Amazon

Da
ta
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t

Fig. 6.2 Boxplots of the class bias of FlanT5-770M when prompted for zero-shot sentiment
classification. Each point represents a particular choice of label words, where the x-axis
denotes the proportion of predictions assigned to the positive class. The datasets are balanced,
so any deviation from 50% represents a class bias.

The first experiment examines whether prompt-based classifiers are sensitive to the choice
of label words and if this results in class bias where common words have higher associated
likelihoods. Figure 6.2 presents box plots showing the class distributions of predictions for
FlanT5-770M when applied to sentiment classification tasks. As the sentiment classification
datasets are all fully balanced, we would expect half of the system’s predictions to be for
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the positive class and the other half for the negative class. A class bias would cause the
fraction of positive predictions to deviate significantly from 50%. Figure 6.2 demonstrates
that selecting a particular permutation of label words (e.g., "good" and "horrible") can lead to
considerable class bias, where one class has a significantly higher prior probability than the
other. For instance, in the rotten-tomatoes (RT) dataset, certain selected label words result in
90% of the samples being predicted as positive and only 10% as negative. The large spread
in implicit priors indicates that label word bias is likely to be a significant factor that may
substantially impact the accuracy of the prompt-based classifier.

Performance improvement by Reweighting

Method Inputs Labels IMDb RT Amazon SNLI MNLI QQP

FlanT5-770M
baseline ✗ ✗ 85.4±12.7 78.8±14.0 86.0±13.8 45.2±13.7 43.5±11.3 65.4±14.0

null-norm ✗ ✗ 92.1±3.2 89.1±3.8 95.0±1.8 75.2±10.4 66.1±9.7 77.4±6.6

prior-match ✓ ✗ 93.1±3.3 90.9±1.6 96.0±0.8 78.5±9.3 69.8±9.7 79.1±2.4

optimal ✓ ✓ 93.5±2.7 91.2±1.5 96.1±0.7 79.4±8.2 70.8±8.6 82.3±2.8

FlanT5-220M
baseline ✗ ✗ 82.1±11.1 70.1±11.7 83.4±12.8 37.4±6.1 37.0±4.3 52.5±11.4

null-norm ✗ ✗ 87.5±3.2 78.5±4.8 91.1±2.3 41.8±3.8 40.2±4.1 53.9±10.2

prior-match ✓ ✗ 89.1±2.4 80.8±2.9 92.0±1.3 44.7±6.3 41.8±3.8 58.5±5.5

optimal ✓ ✓ 89.3±2.0 81.2±2.9 92.1±1.4 47.6±5.9 43.5±3.7 65.3±2.9

Llama2-7B
baseline ✗ ✗ 85.8±8.7 78.4±10.3 86.4±10.3 35.1±2.7 36.9±3.2 51.0±11.6

null-norm ✗ ✗ 87.4±6.9 83.2±6.6 90.7±6.4 37.9±5.4 39.4±3.7 51.8±8.4

prior-match ✓ ✗ 90.5±3.1 86.3±3.7 93.1±2.4 39.5±5.4 41.2±3.1 52.6±1.9

optimal ✓ ✓ 90.8±2.8 86.7±3.6 93.2±2.4 42.8±4.6 42.8±2.3 66.8±0.4

Table 6.4 Average dataset accuracy and standard deviations, over all prompts and label words.
baseline and null-norm are zero-resource classification methods, prior-match uses the text
inputs but not labels, while optimal is an oracle approach that uses the labels to search for
the best thresholds. Results shown for FlanT5-770M, FlanT5-220M and Llama2-7B.

Table 6.4 shows the performance of FlanT5 and Llama2-7B when used as prompt-based
classifiers for classification tasks. We present the average accuracy across all prompts and
label word permutations, as well as the standard deviation across all settings (which shows
the performance fluctuations). We compare performance for the baseline prompt classifier,
as well as the three reweighting approaches (optimal, prior-match, null-norm), which use
varying amounts of data to estimate the values of α1:K .
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Table 6.4 demonstrates that prompt-based classifiers are highly sensitive to the choice
of label words. When reweighting is not applied (baseline), the performance fluctuates
significantly, with standard deviations exceeding ten percentage points on many datasets
for both FlanT5 and Llama2. However, prior-matching effectively mitigates label word
bias, and this unsupervised reweighting approach results in consistent performance gains.
For FlanT5-770M, the average accuracy increases between 6.7% to 12.1% for sentiment
classification, 13.7% for QQP and over 25% for NLI. Even for QQP, where the dataset has
twice as many non-paraphrases as paraphrases, prior-matching (which assumes a uniform
label distribution) yields performance improvements of 14% and 6% for FlanT5-770M and
FlanT5-220M, respectively (though only mild improvements for Llama2-7B).

Not only does prior-matching perform well, but prior-matching achieves similar accura-
cies as when using the optimal weights. The optimal weights are determined by using the
classification labels and searching for the weights that give the highest possible accuracy,
serving as an upper bound. Nonetheless, the unsupervised prior-matching method often
achieves accuracies close to those from the optimal weights, only diverging beyond 3%
for QQP, where the dataset has a significant class imbalance. This further highlights that
label word bias severely impacts the classifier, and correcting this implicit class prior alone
can account for a lot of the performance fluctuations observed across settings, yielding
near-optimal reweighting performance.

Finally, the data-free null-input reweighting (null-norm) can achieve reasonable zero-
resource debiasing. When proposed by [355], they mainly focused on a few-shot setting
where a large source of bias was the few-shot examples provided. We verify that even
in zero-shot settings, null-input reweighting can be effective at improving the expected
performance and reducing sensitivity to prompts or label words. The performance gap
between prior-matching and null-norm is also usually within 3%, and so the motivation of
using the null-input to approximate the class prior for the task appears effective and practical
in data-free settings.
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Prompt Robustness

Fig. 6.3 Boxplots of the accuracy of all label-word sets for RT for all 6 prompts.

Fig. 6.4 Boxplots of the accuracy of all label-word sets for QQP for all 6 prompts.

The previous results demonstrated that the choice of label words can severely impact the
classification performance of the system but that debiasing via reweighting can alleviate this
bias, reducing the variance and improving the expected accuracy. However, the choice of the
prompt may also largely influence the observed performance [297, 360]. Particular prompts
may better describe the task or better interact with selected label words, and therefore, we
may want to confirm that reweighting is effective across different prompts. Figures 6.3
and 6.4 present the accuracies of different settings at the prompt level. Here, for a given
prompt (1-6), each point represents the accuracy when using this prompt with a particular
permutation of selected label words (e.g. good-terrible or amazing-bad). We do this for all
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possible combinations of label words, then provide the box plot to depict the 25th, 50th and
75th percentile of performance, and repeat analysis for the performances using the different
reweighting approaches.

As previously seen in Table 6.4, the boxplots demonstrate that standard prompting pre-
dictions are highly sensitive to the prompt-classifier settings. In some settings, performance
is reasonable, though, in other settings, the model can suffer from label word bias and have
poor accuracies. Some prompts appear more robust and have settings with higher accuracies
than settings from other prompts. However, debiasing predictions using reweighting, whether
through data-free, unsupervised or supervised methods, results in robust performance where
all settings perform reasonably well for the task. For example, prior-matching on rotten
tomatoes results in accuracies above 85% for all prompt-classifier settings, while for QQP,
all prior-matching settings achieve accuracies above 72%.

Weight Alignment

Fig. 6.5 Scatter plot of the values of the optimal weights ααα∗ against the prior match weights
ᾱαα (blue) and the approximation via null-input (red) for FlanT5-large on Amazon

As discussed in section 6.3, better parameter estimates can be derived based on data availabil-
ity. In a supervised setting, the optimal weights that maximise accuracy can be determined.
For unlabelled data, weights that result in a uniform prior can be computed. In cases where
no data is available, the zero-resource approximation can be applied, which approximates the
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prior using a null input. In the next experiments, we analyse how the weights ααα compare
across different search methods.

Figure 6.5 shows a scatter plot comparing the weights found by the optimal threshold
search ααα∗, with weights from the unsupervised and data-free method. First, we observe
that the values of α can be quite large for a particular label word set, in some cases with
the weights scaling the probabilities by a factor of 100. This highlights that the level of
bias caused by the label word bias can be very substantial. However, a fixed scaling factor
can account for this bias and yield good robust performance across settings (seen by the
performance boosts observed in the previous results). Furthermore, we see a clear linear
relationship between optimal and prior-match, illustrating that accounting for label word bias
is almost equivalent to maximising accuracy but achieved in an unsupervised setting. The
null-norm approach is also well correlated with the optimal thresholds, although the steeper
gradients imply that the null-norm weights underestimate the level of bias. This might be
because the null input is an unnatural input text, so the entropy over the tokens may be larger
than expected, which underestimates the level of bias.

6.5.2 Multiple Choice Question Answering

The results in the previous section focused on label word bias when LLMs were applied
to text classification tasks. The next form of bias investigated is positional bias in multiple
choice question answering (MCQA). As discussed in section 6.2.4, MCQA tasks exhibit
permutation invariance where the ordering of the options should not alter the correct answer.
The experiments in this section analyse the degree of permutation bias present in zero-shot
prompt classifiers when applied to MCQA tasks.



132 Bias in Zero-Shot Classifiers

RACE++ CosmosQA ReClor ARC-EASY
acc pb ps acc pb ps acc pb ps acc pb ps

FlanT5-3B
baseline (biased) 86.7 0.01 0.05 85.7 0.01 0.06 54.8 0.02 0.12 85.3 0.03 0.08
prior-matching 86.5 0.03 0.06 85.6 0.01 0.06 54.0 0.01 0.12 85.9 0.01 0.08
perm-debias 87.3 0.00 0.00 86.1 0.00 0.00 54.2 0.00 0.00 86.8 0.00 0.00

FlanT5-11B
baseline (biased) 88.8 0.02 0.05 85.8 0.03 0.07 57.0 0.05 0.15 89.5 0.02 0.07
prior-matching 88.3 0.02 0.06 86.0 0.01 0.06 57.8 0.02 0.14 89.3 0.02 0.07
perm-debias 88.9 0.00 0.00 87.4 0.00 0.00 59.6 0.00 0.00 90.2 0.00 0.00

Llama2-7B
baseline (biased) 61.2 0.16 0.33 52.2 0.15 0.37 38.8 0.31 0.49 76.2 0.08 0.22
prior-matching 61.9 0.02 0.28 54.1 0.01 0.32 40.8 0.01 0.36 76.1 0.02 0.21
perm-debias 68.3 0.00 0.00 60.8 0.00 0.00 48.6 0.00 0.00 83.7 0.00 0.00

Llama2-13B
baseline (biased) 71.3 0.10 0.21 63.4 0.09 0.27 49.6 0.15 0.33 82.7 0.03 0.14
prior-matching 71.8 0.02 0.19 65.1 0.01 0.24 50.2 0.03 0.29 83.1 0.01 0.14
perm-debias 74.6 0.00 0.00 70.2 0.00 0.00 53.2 0.00 0.00 87.9 0.00 0.00

Table 6.5 Accuracy (acc), positional bias (pb) and permutation sensitivity (ps) for various
LLMs when prompted for Multiple Choice Question Answering.

Table 6.5 displays the accuracy, positional bias (Equation 6.50) and permutation sensitiv-
ity (Equation 6.48) for FlanT5 and Llama systems. Given that MCQA tasks tend to be more
complex than sentiment classification or NLI, the analysis is extended to larger model sizes
of FlanT5 and Llama2. The first row in each block presents the baseline performance when
the LLM is prompted in the standard prompt-classifier setting. The performance difference
between models on different tasks can be explained by instruction-training data, model size,
and task difficulty. FlanT5 was aligned through instruction tuning (§3.3.3) on the FLAN
collection [193], which includes extensive and diverse tasks, including MCQA datasets such
as CosmosQA. In contrast, Llama2 was instruction-tuned on a limited number of conver-
sational interactions, with 100× fewer examples than FLAN. Therefore, it’s unsurprising
that FlanT5, which was directly trained on many MCQA datasets, outperforms Llama2 even
though Llama2 may have more model parameters. Further, task difficulty can influence
performance; ReClor, a graduate-level multiple-choice reasoning exam, is more challenging
than ARC-EASY, a middle school science exam (where there is no contextual passage).
Therefore, all models have accuracies below 60% on ReClor, but all achieve accuracies above
75% for ARC-EASY. Additionally, increasing the number of parameters within the same
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family improves performance, with FlanT5-11B performing better than FlanT5-3B, while
Llama2-13B outperforms Llama2-7B.

Beyond MCQA performance, the table also highlights that LLMs may be highly sensitive
to the permutation of the input options. Llama2 has a permutation sensitivity of over 0.2 for
many tasks; if provided with two options, this is equivalent to predicting a distribution of [0.4,
0.6] but then flipping the distribution to [0.6, 0.4] when the options are reordered. Similarly,
the positional bias of 0.1 to 0.3 highlights that the marginalised distribution over positions
is non-uniform and has a systematic preference for certain positions over others. FlanT5,
though, is more permutation invariant and has much smaller values of permutation sensitivity
and positional bias. This is likely due to its supervised instruction tuning on MCQA tasks
and its implicit exposure to this property of MCQA tasks.

We further observe that permutation debiasing yields significant improvements in MCQA
performance. For LLama2, the performance gains can be large and often within 5-10%.
Even for FlanT5, which had low permutation sensitivity, we still observe mild performance
improvements of 1-2%. Permutation debiasing guarantees zero permutation sensitivity
and positional bias, and the performance improvement implies that being aware of this
invariance may help system performance. Prior-matching, which minimises the positional
bias2, does not alone resolve the permutation sensitivity. In some cases, prior-matching
can improve performance and sensitivity, though in other tasks, it can be notably worse
than permutation debiasing. This implies that positional bias alone does not account for
the observed permutation sensitivity. It may also be noted that a loose correlation between
permutation sensitivity and accuracy can be observed across tasks and models.

6.5.3 Efficient Debiasing

The previous results in Table 6.5 demonstrated that permutation debiasing was an effec-
tive debiasing approach which, by design, completely eliminates permutation sensitivity.
Accounting for and correcting this permutation sensitivity led to considerable boosts in per-
formance. However, a limitation is the K! model calls required for full permutation debiasing,
which can be prohibitive due to the high latency when deployed in real-world scenarios.
Section 6.4 discussed the teacher-student distillation framework, where the debiased teacher’s
decisions can be distilled to a smaller student to maintain reasonable inference costs. In
the next experiments, we will examine the abilities of both distillation students (§6.4.1)
and error-correction students (§6.4.2). We baseline the student’s performance against the
teacher’s performance, where the following teacher setups are considered:

2In Table 6.5 the positional bias is not always zero for prior-matching as we find the weights by using only
the original permutations, but the metrics are computed over all 24 permutations
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• Expected biased black-box: In this setup, it’s assumed that we do not have access to
the output probability distribution over options. Therefore, all that can be done is to
sample a single teacher decision from the model when using a single arbitrary ordering
of the options for the MCQA question,

ãaa∼ P(aaa|qqq,ccc,Aσ ;θθθ) (6.51)

The expected black box performance is the expected performance of the system over
all questions and permutations. Given a dataset D = {(qqq(i),ccc(i),aaa(i)1:K,y

(i))}M
i=1, where

y(i) ∈ {aaa1, ...aaaK} is the correct answer for the question, the expected biased black box
performance can be calculated as,

ebb(θθθ ;D) = 1
M ·K!

M

∑
i=1

K!

∑
j=1

P
(

y(i)|qqq(i),ccc(i),A(i)
σ j ;θθθ

)
(6.52)

Where A(i)
σ j is the j-th permutation of the options a(i)1:K , such that there are K! total

possible permutations.

• Expected biased white-box: In this setup, it’s assumed that we have access to the
output probability distribution of the teacher system, but that permutation debiasing
is not applied. Therefore, the prediction is the option with the highest associated
probability for a single arbitrary ordering of the options,

âaa = argmax
aaa∈aaa1:K

P(aaa|qqq,ccc,Aσ ;θθθ) (6.53)

Similar to the black-box scenario, the accuracy calculated is the expected performance
over all questions and permutations:

ebw(θθθ ;D) = 1
M ·K!

M

∑
i=1

K!

∑
j=1
1

y(i) = argmax
aaa∈aaa(i)1:K

P
(

aaa|qqq(i),ccc(i),A(i)
σ j ;θθθ

) (6.54)

• Permutation debiased white-box: The final setting considered is when it’s assumed
that we have access to the output probability distribution of the teacher system and
also perform permutation debiasing. The prediction is the option with the highest
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associated probability after ensembling the probabilities from all permutations,

âaa = argmax
aaa∈aaa1:K

(
1

K!

K!

∑
j=1

P(aaa|qqq,ccc,Aσ j ;θθθ)

)
(6.55)

And the performance is the associated accuracy of the system over the dataset,

pdw(θθθ ;D) = 1
M

M

∑
i=1
1

y(i) = argmax
aaa∈aaa(i)1:K

(
1

K!

K!

∑
j=1

P(aaa|qqq(i),ccc(i),A(i)
σ ;θθθ)

) (6.56)

We distil the decisions of the permutation-debiased white-box teacher onto a student encoder-
only transformer. For the student ‘proxy’ models, we consider both RoBERTa [185] and
DeBERTa-v3 [110], and use both the base (110M) and large (330M) size. The input text to
the student system is the same as that to the teacher, though for error correction, we further
provide the biased teacher decision by appending text to the end of the input prompt. E.g. If
the sampled biased teacher prediction was ‘A’, then we concatenate ‘Prediction: A’ to the
end of the input text. We distill using the entire RACE++ training dataset for 2 epochs and
train 4 seeds per RACE++ setting, reporting the average performance.
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type acc pb ps

Teachers
permutation debiased white-box 68.3 0.00 0.00
expected biased white-box 61.2 0.16 0.33
expected biased black-box 58.4 -

Students
RoBERTa-base (110M) d 26.7 0.03 0.03
RoBERTa-base (110M) ec 61.4 0.03 0.18

DeBERTa-base (110M) d 26.9 0.02 0.03
DeBERTa-base (110M) ec 64.1 0.01 0.15

RoBERTa-large (330M) d 26.9 0.04 0.04
RoBERTa-large (330M) ec 68.0 0.03 0.12

DeBERTa-large (330M) d 47.9 0.03 0.06
DeBERTa-large (330M) ec 68.1 0.03 0.13

Table 6.6 Performance of a student trained to emulate the debiased teacher, measured by task
accuracy (acc), positional bias (pb) and permutation sensitivity (ps). The students are either
distilled (d) or trained to correct the distribution of a single biased black-box teacher decision
(ec). Llama2-7B is used as the teacher.

Table 6.6 shows the performance of the students when trained to emulate the teacher debiased
decisions, with students either distilled (§6.4.1) or trained to perform error-correction (§6.4.2).
It’s observed that for RACE++, which is a challenging task that standard encoder-only
transformers struggle to learn even with supervised training [268], the distilled student is not
powerful enough to alone capture the teacher’s task abilities. Although these systems have
very low permutation sensitivity, this occurs as the model is very uncertain and always predicts
a near-uniform distribution. However, the error correction students can effectively leverage a
single-biased teacher decision to predict the estimated general debiased distributions. Here,
the error correction student systems are more robust to the permutations and have lower
permutation sensitivity (0.33 vs 0.12-0.18), although are not fully permutation invariant. This
occurs as the error-correction student uses information from the teacher’s prediction, and if
the teacher has strong permutation sensitivity, then the student will also be dependent on the
ordering due to the sampled teacher’s prediction. Interestingly, the error correction students
consistently perform better than just copying the sampled decision from the black-box teacher
(accuracy of 58.4 vs accuracy of 61.4-68.1), illustrating that the students can capture useful
information about the underlying teacher’s prediction space.
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Black-Box Training Efficiency
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Fig. 6.6 RACE++ performance of error correction students when using M black-box samples
to approximate the debiased distribution (§6.4.3)

The previous results applied the teacher-student training framework, where the student sys-
tem is trained using predictions from the debiased teacher. Permutation debiasing, though,
assumes access to the teacher’s probabilities, which may not always be available. In black
cases where the probabilities of the outputs are not available, one can sample M teacher
predictions and use a Monte Carlo approximation to approximate the underlying true distri-
bution (§6.4.3). The next experiments investigate the sample efficiency of the framework
in black-box settings. Figure 6.6 displays the RACE++ performance of an error correction
student when trained using M black-box teacher samples per example.

The curve illustrates that teacher-student training does not require an excessive number
of black-box samples, with performance saturating at 32 samples per example. Interestingly,
when using only a few samples, DeBERTa-large can outperform the max-voting performance
of the teacher used to distil the student. The max-voting teacher performance is represented
by the dotted line in Figure 6.6, which uses the mode of the M samples as the prediction. To
train error-correction students, at least two teacher samples are required per question, one to
act as the input to the student system and the rest to perform the Monte Carlo estimate of
the debiased teacher distribution. The improved performance over the teacher max-voting
implies that by applying teacher-student training, the student can infer the systematic biases
present in the teacher and yield corrected distributions using many noisy approximations.
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6.6 Chapter Summary

This chapter analysed the bias present in zero-shot LLM classifiers and proposed approaches
for mitigating the influence of the bias. For label word bias, where the choice of label
words can cause implicit class priors, we considered a reweighting strategy to rescale the
probabilities of classes. Three variants were considered depending on data limitations, includ-
ing labelled data, unlabelled data, and zero-resource, which all improved the performance
of zero-shot text classifiers and reduced the perceived class bias. Further, we considered
permutation debiasing and proposed the student-teacher distillation framework, a practical
realisation for inference-efficient debiasing. Experimental results demonstrated that LLMs
are prone to exhibiting positional bias, which can impact performance and reliability, but that
permutation debiasing and our efficient variants can mitigate such biases.



Chapter 7

Comparative Assessment

Chapter 4 discussed two applications for NLP foundation models: text classification and
text assessment. The previous chapter highlighted that when applied for zero-shot text
classification, instruction-following foundation models demonstrate biases such as label
word bias and positional bias. This chapter now shifts the focus to text assessment, with two
primary objectives: first, to determine whether instruction-following LLMs can be better
leveraged for NLG assessment. Second, to analyse and account for any biases present.

Traditional NLG assessment methods (§4.2) are either general but reference-based
(§4.2.3), which may fail to capture particular properties, or tailored to specific attributes
(§4.2.4), which requires labelled data and bespoke solutions that may limit their generalis-
ability. With the advent of instruction-following LLMs, recent methods have been proposed
to prompt LLMs to perform NLG assessment in a zero-shot or few-shot fashion (§4.2.5).
These methods aim to provide effective assessment that is both general and low-resource. For
example, in prompt-scoring, which is motivated by absolute human assessment, the LLMs
are prompted to directly assess the quality of texts on a rubric-based scale [326, 182, 357].

With the insight that for humans, it is often easier to determine which of two like objects is
better than it is to score items on an absolute scale [161, 29], this chapter investigates whether
LLMs can instead be leveraged for comparative assessment. We propose LLM Comparative
Assessment1, where assessment is done by considering pairwise comparisons between
texts and then aggregating the results. This chapter first discusses the LLM comparative
assessment methodology and how it can be applied to general NLG assessment. Section
7.1 first introduces the method of LLM comparative assessment, while Section 7.2 extends
the framework to use the product of experts, which makes the processes significantly more

1Concurrent work by Qin et al. [259] and Zheng et al. [357] also explore using LLMs as judges for pairwise
decisions, though with different objectives (information retrieval and evaluating open-ended dialogue systems).
Neither work considers ranking texts specifically for NLG assessment.
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efficient and practical. Section 7.3 then provides experimental results that examine the impact
of positional bias and showcase the effectiveness of LLM comparative assessment.

7.1 LLM Comparative Assessment

LLM comparative assessment is motivated by the law of comparative judgement (§4.3).
Here, items are ranked by selecting two items, getting a judge to decide which of the
two is better, and repeating this for many different pairs of candidates [251]. However,
deploying human assessors at scale can be cost-prohibitive, time-consuming, and logisti-
cally challenging, particularly when specialised expertise is needed. Given the impressive
instruction-following [234, 42] capabilities of LLMs such as GPT-4 [2] and open-sourced
variants [42, 314], we explore whether LLMs can serve as LLM judges to determine which
of two texts better displays a particular attribute. This section first discusses what makes the
task challenging and later proposes how LLM comparative assessment can be performed.

7.1.1 Challenges in Modelling Comparative Decisions

Comparative judgment can be considered a more intuitive form of assessment with higher
validity than absolute scoring [28, 142, 251]. Comparing like-for-like items is often seen as
a purer form of assessment, as instead of relating items to an internalised standard [89], two
similar items are directly compared. Therefore, it may be worthwhile to investigate whether
LLMs can be leveraged for pairwise comparative assessment.

Given that assessment can be used in critical applications, it is crucial that methods are
as reliable as possible with minimal impact from bias. However, LLMs are known to exhibit
specific biases that can affect downstream tasks (§6.1.3), and additionally, comparative
judgment has recognised practical limitations. Therefore, when prompting LLMs to make
pairwise judgements for NLG assessment, it may be important to remain aware of potential
challenges and risks:

• Positional bias: When making pairwise judgements, the LLM judge would be given
two options and prompted to select the option that best reflects the assessed attribute.
When the two inputs are provided to the model, there will be an arbitrary ordering
where one option will appear before the other in the prompt. Experiments in the
previous chapter (§6.5.2) demonstrated that instruction-following LLMs can exhibit
significant positional bias, where the ordering of the options may highly influence its
decision. This can reduce the reliability and efficacy of the method, and therefore the
impact of positional bias should be analysed and minimised.
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• Style bias: An important aspect of assessment is fairness. Fair assessment is open-
minded, such that diverse perspectives and styles are accepted and treated similarly
provided the targeted attribute is demonstrated. LLMs, though, can be biased and
prefer responses of particular styles, and for example have shown to prefer texts similar
to those that it would have generated [184, 357]. Therefore, we want to minimise
the impact that self-bias may have and ensure that different styles are not severely
penalised.

• Computational inefficiency: The total number of possible pairwise comparisons
scales with O(N2). For comparative judgment applications, comparisons can also be
judged multiple times by different pools of judges [267]. These costs, even when
applied with automatic assessment approaches, can scale impractically when a large
number of candidates are assessed. Therefore these costs should be considered, and the
developed solution should aim to minimise the number of comparisons made, where
each comparison should be as computationally efficient as possible.

To address these risks, we will explore methods for analysing and mitigating positional bias,
consider approaches to reduce the number of required pairwise LLM computations (§7.2.1),
and in experiments, use independent LLM judges to minimise the risk of self-bias.

7.1.2 LLM Comparative Assessment

𝒙𝟔𝒙𝟓𝒙𝟒𝒙𝟑𝒙𝟐𝒙𝟏
AABAA𝒙𝟏
BABAB𝒙𝟐
BABBB𝒙𝟑
ABAAB𝒙𝟒
BABBB𝒙𝟓

A BAAB𝒙𝟔

Response B

Re
sp

on
se

 A

<context>
Summary A: <𝒙𝟓>

Summary B: <𝒙𝟏>

Which Summary is more 
coherent, Summary A or 
Summary B?
Answer: Summary B is the 
more coherent summary

[𝒙𝟏, 𝒙𝟒, 𝒙𝟔, 𝒙𝟐, 𝒙𝟑, 𝒙𝟓]ranking:

Fig. 7.1 LLM Comparative Assessment prompts an LLM to compare candidates in a pairwise
manner, where the comparisons are then converted into scores or ranks.
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Having previously discussed the beneficial properties of zero-shot, reference-free and general
text evaluation (§4.2.5) as well as the perceived advantages of comparative judgements (§4.3),
this section now combines the two principles and proposes LLM comparative assessment.

For a particular task T , let ccc be the context (e.g., a dialogue, article, or set of semantic
triples), xxx1:N a set of N candidate texts generated conditioned on the context, and s∗1:N ∈R the
respective ground truth scores of each text for the assessed attribute (e.g., fluency, coherence,
or relevance). An NLG assessment system f predicts scores ŝ1:N ,

ŝ1:N = f (xxx1:N ,ccc) (7.1)

The primary objective is for the predicted scores, ŝ1:N , to correlate highly with the true scores,
s∗1:N . However, in many practical applications, the goal is not necessarily for the scores to
match exactly but for the texts to be ranked in the correct order. Therefore, a more typical
objective is for the predicted ranks, r̂1:N , to match the true ranks, r∗1:N , where scores s1:N can
be converted to ranks r1:N following:

ri = 1+
N

∑
j=1
1(s j > si) (7.2)

In LLM comparative assessment (illustrated in Figure 7.1), instead of directly scoring each
input text xxxi, the LLM performs the intermediary task of determining which of two sampled
input responses is better. These can then be aggregated to predict overall scores and then
text rankings. The next sections will discuss the low-level details of how LLM comparative
assessment can be designed for NLG assessment, including the process for obtaining LLM
judgements, aggregation methods to derive final rankings and computational efficiency
considerations.

7.1.3 Prompt Classifier Set Up

We explore framing the LLM comparative assessment judge as a zero-shot prompt classifier
(§4.1.3). The prompt classifier is used as it ensures a definitive output decision and directly
provides probabilities associated with each class. Responses could alternatively be freely
generated from the LLM, which would no longer restrict the output text sequence and allow
the model to provide its reasoning. However, free generation requires a separate system to
map output texts to decisions and would not capture probabilistic information.

For a given task and assessment attribute, the prompt P(xxxi,xxx j,ccc) takes two competing
texts as inputs, xxxi, xxx j along with the context ccc, and generates a prompt template that requests



7.1 LLM Comparative Assessment 143

the LLM to determine which of the two texts better demonstrates the assessed attribute, e.g.,

P(xxxi,xxx j,ccc) = ‘Context: <ccc>

Which Summary is more coherent, Summary A or Summary B?

Summary A: <xxxi>

Summary B: <xxx j>’

Summary _

The prompt is designed to be very simple and is not overly prompt-engineered. Although
more complicated prompts, such as those with few-shot examples or more detailed descrip-
tions, may yield better performance, we focus on having a general and effective approach that
does not require excessive tweaking or bespoke design. Instead, the above simple prompt can
be easily adapted to diverse tasks and domains, by simply replacing keywords in the prompt
template, e.g.,

P(xxxi,xxx j,ccc) = ‘Dialogue: <ccc>

‘Which Response is more engaging, Response A or Response B?

Response A: <xxxi>

Response B: <xxx j>

Response _

The comparative judgment decisions can then be determined by looking at the LLM proba-
bilities associated with each label word. The label words2 (z1,z2) can be selected to match
the format of the prompt, where for the above prompts,

z1 = A z2 = B (7.3)

The LLM can then be used to determine the probability that xxxi is better than xxx j for the
particular attribute, where following the prompt-classifier setup, the probability associated to
the LLM comparative judgements, pi j, can be calculated as,

pi j = P(xxxi ≻ xxx j|ccc,P,z1:2;θθθ) =
Plm(z1|P(xxxi,xxx j,ccc);θθθ)

Plm(z1|P(xxxi,xxx j,ccc);θθθ)+Plm(z2|P(xxxi,xxx j,ccc);θθθ)
(7.4)

2Here the label words are assumed to be a single token, e.g. A/B, but one can alternatively use label sequences
zzz. For simplicity, we assume that label words are used, although using sequences does not influence the analysis.
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Note that pi j denotes the probability that the LLM believes that the first text, xxxi, is better than
the second text, xxx j. This depends on the input ordering of the input texts, and if a positional
bias is present (as discussed in Section 7.1.1) the model may provide inconsistent judgements
where pi j ̸= (1−p ji).

In the Thurstonian model [310] (§4.3.1), which serves as the basis for comparative
judgement, comparative decisions of the assessors are assumed to be distributed normally
around the true quality difference of the two items.

P(xxxi ≻ xxx j|ccc) = Φ

(s∗i − s∗j√
2σ2

)
(7.5)

Therefore, for a given pair of items, the result for a given comparison may be independently
drawn many times from the assumed underlying distribution using different assessors or by
considering multiple games. Given ni j victories for xxxi and n ji victories for xxx j, the probability
of victory can then be estimated as,

P(xxxi ≻ xxx j|ccc)≈
ni j

ni j +n ji
(7.6)

In LLM comparative assessment, instead of sampling from the true distribution, we directly
model the distribution P(xxxi ≻ xxx j|ccc;θθθ) using the prompt-based classifier. This highlights an
advantage of LLM comparative assessment, where each comparison provides an approxima-
tion for the true underlying distribution, effectively providing infinite samples using a single
LLM call (although this probability may be inaccurate).

7.1.4 Positional Bias

LLM comparative assessment can be viewed as an MCQA task where there are two options,
A or B. As discussed in Section 6.2.4, these tasks are order invariant, and a consistent LLM
comparative assessment system should satisfy the property that:

P(xxxi ≻ xxx j|ccc;θθθ) = 1−P(xxx j ≻ xxxi|ccc;θθθ) ∀i, j (7.7)

where for convenience the dependence on the prompt P and label words z1:2 is dropped.
Equation 7.7 states that for comparative assessment, if the LLM satisfies the invariance
property, then the probability it assigns to xxxi being better than xxx j should be one minus
the probability it assigns to xxx j being better than xxxi. The experiments in Section 6.5.2,
however, highlighted the susceptibility of prompted LLMs to have permutation sensitivity and
positional bias. Therefore, one can perform a similar analysis and measure both permutation
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sensitivity and position bias. For comparative assessment, where there are only two options,
the permutation sensitivity has form:

ps(θθθ) =E{ccc,xxxi,xxx j}

[∣∣P(xxxi ≻ xxx j|ccc;θθθ)− (1−P(xxx j ≻ xxxi|ccc;θθθ))
∣∣] (7.8)

While for position bias, we first marginalise over all contexts and questions to find the prior
for the first position being preferred,

P(A;θθθ) =E{ccc,xxxi,xxx j}
[
P(xxxi ≻ xxx j|ccc;θθθ)

]
(7.9)

The permutation sensitivity, which measures the total variation of the position distribution
with the uniform distribution, can then be calculated as:

pb(θθθ) =
∣∣∣P(A;θθθ)−0.5

∣∣∣ (7.10)

To correct for any permutation sensitivity and positional bias, permutation debiasing (§6.2.4)
was shown to be an effective debiasing approach. Permutation debiasing averages the proba-
bilities from both permutations, which for comparative assessment results in the debiased
prediction p̃i j taking form:

p̃i j =
pi j +(1− p ji)

2
(7.11)

7.1.5 Comparisons to Ranks

Comparative decisions only provide pairwise preferences, but the objective of NLG as-
sessment is to generate a final ranking/scoring on the perceived quality of the texts. As
inconsistencies can arise in LLM predictions, it may not be possible to find a final ranking
that is consistent with all the pairwise judgements. For example, consider the scenario with
three texts where the LLM predicts that xxx1 ≻ xxx2, xxx2 ≻ xxx3 and xxx3 ≻ xxx1. In this scenario, any
proposed ranking will contradict at least one of these comparisons. Therefore, the objective
is not to find a ranking that is perfectly consistent with the pairwise decisions but, instead, a
ranking that is as consistent as possible with the observations.

With no computational restrictions, one can compute all N · (N−1) comparisons between
all pairs of texts, which provides the most information from the LLM. A straightforward
method to convert comparisons to a final ranking is to calculate the average probability of
each text. Here, the predicted score is the mean probability associated with a given text over
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all its comparison, calculated as:

ŝi =
1

N−1

N

∑
j=1, j ̸=i

pi j +(1− p ji)

2
(7.12)

This approach considers all comparisons involving xxxi, whether it appears in the first or second
position, and averages all probabilities. By utilising all possible pairwise comparisons, both
permutations will be evaluated, and hence, this method inherently performs permutation
debiasing, avoiding positional bias and ensuring the rankings are not influenced by the input
ordering of the texts.

As an alternative, one can consider the ‘hard’ version of the average probability, which is the
win ratio. Here, each probability is first converted into the predicted outcomes ŷi j ∈ {0,1},
by selecting the most likely outcome:

ŷi j =

1, if pi j > 0.5

0, otherwise
(7.13)

The score associated with the text is then the proportion of comparisons the respective text
has won:

ŝi =
1

N−1

N

∑
j=1, j ̸=i

ŷi j +(1− ŷ ji)

2
(7.14)

This approach can be applied when probabilistic information is not available but when
binary decisions ŷi j can be sampled directly from an LLM. When all comparisons are used,
calculating the win ratio will be fair and not cause any text to gain an unfair advantage from
the ordering, as both permutations are used. However, positional bias may impact the win
ratio more significantly than the average probability, as a strong positional bias may cause
many decisions rounded to a victory for a position (e.g. A), while the average probability
may preserve the degree of preference within each comparison.

Once we have obtained the predicted scores for each text, ŝ1:N , whether through hard decisions
or average probabilities, we can convert these scores to predicted ranks, r̂1:N . As discussed
previously, this can be simply performed by counting the number of texts that have a higher
predicted score:

r̂i = 1+
N

∑
j=1
1(ŝ j > ŝi) (7.15)
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7.2 Product of Expert View of Comparative Assessment

The previous section (§7.1) introduced LLM comparative assessment, where LLM compara-
tive judges are used with the law of comparative judgement framework. One of the challenges
of LLM comparative assessment (§7.1.1) is the associated computational costs when all
N · (N− 1) comparisons are considered. As the number of candidate texts grows, due to
the O(N2) scaling of the total number of comparisons, the approach becomes impractical in
real-world applications.

A straightforward way of reducing the computational cost would be to only use a subset
of all the possible comparisons. However, the previous metrics of the win ratio and average
probability (§7.1.5) don’t take into account the strength of the opponent played, and therefore,
the final rankings might be skewed based on the strength of the opposition drawn. For
example, if a text is only compared to the best texts in the set, it may lose all comparisons and
be assigned a low score, even if it’s better than many other candidates it was never compared
against. This section, therefore, considers how to best aggregate all available comparative
information into the final ranking, and determine an inference-efficient methodology for
predicting accurate quality scores.

7.2.1 PoE framework of Comparative Assessment

For LLM comparative assessment, each comparison Ck has form (i, j, pi j), where i and j
refer to the index of the candidate texts selected and pi j the associated LLM probability.
Each comparison Ck provides not only information about which text is preferred but also
‘the degree of victory’; a high probability means that the quality score si is likely to be
significantly higher than that of s j, while a probability near 0.5 means that the two texts
are likely of similar quality. Hence, the outcome of each comparison can be interpreted as
providing information on the score difference, p(si−s j|pi j). This can be used to write the
probability of a set of scores in the form of a Product of Experts (PoE) [118, 333]:

p(s1:N |C1:K) =
1
Z ∏

i, j∈C1:K

p(si−s j|pi j) (7.16)

where Z is a normalisation constant to ensure a valid pdf. A Product of Experts (PoE)
combines the information gained from many individual models (the experts) by taking
their product and normalising the result. It offers a theoretical yet intuitive approach of
combining information from multiple different sources, elegantly aggregating all information
into a single output pdf over all possible sets of scores. We explore using PoE to frame
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LLM comparative assessment due to the flexibility of the PoE framework and its ability to
probabilistically combine information from each expert.

Unlike the win ratio or average probability, this approach yields a distribution that
takes the opponent’s strength into account. The probability of a particular set of scores
measures how consistent it is with the observed comparisons, which may be an effective
method to aggregate all available comparative information. However, in order to have an
analytical expression for the distribution over scores s1:N , the particular form of the experts,
p(si−s j|pi j), have to be selected. This is a design choice, and any sensible distribution can
be used. In the next section we first analyse Gaussian experts, a standard and simple choice
of expert which has several favourable properties.

7.2.2 Linear Gaussian Experts

Within the Products of Experts framework of comparative assessment, the form of the experts
has to be selected, which defines how the LLM probabilities pi j are expected to impact the
score difference si−s j. Within PoE set-ups, a popular choice of experts is having Gaussian
experts. Gaussian experts yield convenient properties, such as having a simple expression for
the overall score distribution, which yields a closed-form solution [345].

If the underlying distribution of the experts is assumed to be Gaussian with the mean fµ(pi j)

and variance fσ (pi j) only dependent on the probability, such that,

p(si−s j|pi j) =N
(
si−s j; fµ(pi j), fσ (pi j)

)
(7.17)

then the PoE distribution will take the form,

p(s1:N |C1:K) =
1
Z ∏

i, j∈C1:K

N
(
si−s j; fµ(pi j), fσ (pi j)

)
(7.18)

By representing the scores in vector form, s=[s1, . . . ,sN ]
T, one can further simplify the

expression to,
p(Ws|C1:K) =N

(
Ws; µµµ,diag(σσσ2)

)
(7.19)

Where s is the N-dimensional column vector of s1:N , µµµ∈RK and σσσ2∈RK is a vector of the
means and variances,

µµµ = [ fµ(p(1)i j ), fµ(p(2)i j ), ... fµ(p(K)
i j )]T σσσ

2 = [ fσ (p(1)i j ), fσ (p(2)i j ), ... fσ (p(K)
i j )]T (7.20)
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and W∈RK×N is a matrix representing the set of comparisons, such that for the kth comparison
between i and j, Wki=1, Wk j=−1, and Wkm=0 ∀m ̸=i, j. For illustrative purposes, consider
the case where there are 4 texts, xxx1:4, and all possible comparisons are computed. In this
scenario, the structure of W, µµµ and σσσ2 would be3,

W =



1 −1 0 0
1 0 −1 0
1 0 0 −1
0 1 −1 0
0 1 0 −1
0 0 1 −1


µµµ =



fµ(p12)

fµ(p13)

fµ(p14)

fµ(p23)

fµ(p24)

fµ(p34)


σσσ

2 =



fσ (p12)

fσ (p13)

fσ (p14)

fσ (p23)

fσ (p24)

fσ (p34)


(7.21)

Where pi j denotes the output LLM comparative probability when comparing xxxi and xxx j, e.g.
p13 is the comparison between xxx1 and xxx3. As defined above, any shift of the scores sss will
yield the same output probability (Equation 7.19). To address this, an additional expert on
the first element can be added such that,

p(s1|C0) =N (0,σ2
0 ) (7.22)

prepending an extra row to all of W, µµµ and σσσ2, yielding W̃, µ̃µµ and σ̃σσ
2 respectively. The

distribution takes a similar form,

p(W̃s|C1:K) =N (W̃s; µ̃µµ,diag(σ̃σσ2)) (7.23)

which can be rearranged (shown in Appendix A.1.1) to provide the probability for a given
set of scores,

p(s1:N |C1:K) =N
(

s;(W̃T
Σ̃ΣΣ
−1W̃)−1W̃T

Σ̃ΣΣ
−1

µ̃µµ , (W̃T
Σ̃ΣΣ
−1W̃)−1

)
(7.24)

where Σ̃ΣΣ = diag(σ̃σσ2). The maximum probability of a Gaussian distribution is at its mean,
and hence Equation 7.24 demonstrates that for Gaussian experts, the maximum probability
solution, ŝ1:N , will be,

ŝ1:N = argmax
s1:N

p(s1:N |C1:K) = (W̃T
Σ̃ΣΣ
−1W̃)−1W̃T

Σ̃ΣΣ
−1

µ̃µµ (7.25)

3For simplicity, we illustrate the case where each comparison between xi and x j is only performed once.
In practice, one may consider the probabilities from both permutations, pi j and p ji, which would double the
number of rows.
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(a) FlanT5-3B, SummEval COH (b) Llama2-13B, TopicalChat CNT

Fig. 7.2 Expected score difference and variance given the LLM probability. For a particular
LLM, all comparisons over all the contexts of the dataset are assessed. The plot presents the
number of counts for each LLM probability when binned to the nearest 0.01 (denoted as
frequency), as well as the true score difference and standard deviation for each bin, calculated
using the gold-standard annotator labels.

Linear Gaussian Assumptions

A drawback with the current general Gaussian experts is that producing µ̃µµ and σ̃σσ
2 requires

knowledge of both functions fµ(pi j) and fσ (pi j) for all pi j ∈ [0,1]. This is not available
without a large quantity of human-annotated data for the selected task and model, which
renders the approach impractical for zero-shot applications.

To enable a practical solution applicable in zero-shot settings, one can make two assump-
tions on the Gaussian experts: 1) that the variance is constant irrespective of the pre-
dicted probability fσ (pi j) = σ2, and 2) that the mean scales linearly with the probability
fµ(pi j) = α ·(pi j−β ). As can be seen in Figure 7.2, these assumptions appear to be reason-
able and hold well when LLMs make pairwise judgements (the experimental set-up will be
discussed later in Section 7.3). These assumptions then simplify the method and yield similar
expressions for the PoE, however since the matrix of the variances can now be expressed as
Σ̃ΣΣ = σ2I, the marginalised score distribution can be simplified to,

p(s1:N |C1:K) =N
(

s;α · (W̃TW̃)−1W̃T
µ̃µµ ,

1
σ2 (W̃

TW̃)−1
)

(7.26)

where µ̃µµ = [0, p(1)i j −β , ..., p(K)
i j −β ]T and s = [s1, . . . ,sN ]

T. This introduces three parameters,
β ,α and σ . The values of α and σ are insignificant as they only determine the relative
spacing and influence the subjective scale used to score the texts, and for simplicity, can
be set to α = 1 and σ = 1. β , though, is a parameter that defines the ’bias’ that should be
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applied to the probabilities. If there is a position bias, such that pi j is typically larger than
(1−p ji), then we can increase the value of β to account for this position bias. When there
is no difference in quality, a system with no positional bias would be expected to return an
output probability of 0.5. Therefore, a sensible is for β = 0.5, particularly if the probabilities
pi j are the permutation debiased parameters (though Section 7.2.6 will detail how β can
be set in situations where there may be positional bias). Using the linear Gaussian Experts
yields the predicted solution,

ŝ = (W̃TW̃)−1W̃T
µ̃µµ (7.27)

When using the full set of comparisons, it can be shown that the solution is equivalent to
using average probabilities, as presented in appendix A.1.2.

7.2.3 Soft Bradley-Terry Experts

Section 7.2.1 introduced the PoE framework for comparative assessment, where a crucial de-
sign choice is the form of the individual experts, p(si−s j|pi j). The previous section proposed
Gaussian experts, which had favourable properties such as an intuitive marginalised score
distribution, a closed-form solution, and a clear relationship with the average probability
solution. Nonetheless, the framework is not limited to Gaussian experts, and other forms of
experts are also possible.

To motivate an alternative expert, we consider the Bradley–Terry model [27, 346], a standard
method in traditional comparative judgment. This model, which yields similar results to
the Turnstone model [310] but with simpler optimisation [106], assumes that the outcome
depends solely on the difference of scores, P(yi j|si−s j) = σ(si−s j), where σ(x) is the
sigmoid function, σ(x) = 1

1+exp(−x) . As discussed in Section 4.3.2, the Bradley-Terry model
treats the scores as parameters of the model, and optimises the likelihood of observing the
comparisons C1:K under the Bradley-Terry model. This likelihood can be defined as:

P(C1:K|s1:N) = ∏
{i, j},yi j∈C1:K

σ(si− s j)
yi j(1−σ(si− s j))

1−yi j (7.28)

where yi j ∈ {0,1} denotes the outcome of the comparison between xxxi and xxx j. The predicted
scores ŝ1:N are then the scores that maximise the likelihood of the observations:

ŝ1:N = argmax
s1:N

P(C1:K|s1:N) (7.29)
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The Bradley-Terry can’t directly be used as an expert as it operates with hard binary decisions
and models the outcome given the score difference, not the score difference given the outcome.
However, in comparative assessment, there can be a pool of judges (or, in a sports context,
multiple games between teams) where each comparison is made several times. In such
settings, assuming mi j independent comparisons between xxxi and xxx j, let ni j be the number of
times xxxi is judged better than xxx j. The probability of observing ni j victories can be modelled
using a binomial distribution:

P(ni j|mi j,s1:N) =

(
mi j

ni j

)(
σ(si− s j)

)ni j
(
1−σ(si− s j)

)(mi j−ni j) (7.30)

The likelihood of the observations can then be expressed as:

P(C1:K|s1:N) =∏
i, j

P(ni j|mi j,s1:N) (7.31)

= ∏
i, j

(
mi j

ni j

)(
σ(si− s j)

)ni j
(
1−σ(si− s j)

)(mi j−ni j) (7.32)

As the number of comparisons becomes large and mi j→∞, the empirical fraction of victories
converges to the true probability, ni j

mi j
→ pi j, where pi j is the true underlying probability that

xxxi is judged better than xxx j. In this limit, assuming all comparisons are made an equal number
of times, the optimal scores that maximise Equation 7.32 will be equivalent to the scores
which maximise:

ŝ1:N = argmax
s1:N

∏
i, j

(
σ(si− s j)

)pi j
(
1−σ(si− s j)

)(1−pi j) (7.33)

Therefore, we propose the soft Bradley-Terry expert, which has the form:

p(si− s j|pi j) =
1

Zi j
σ(si− s j)

pi j(1−σ(si− s j))
1−pi j (7.34)

=
1

Zi j
· epi j(si−s j)

1+ e(si−s j)
(7.35)

Defined within the range pi j ∈ (0,1), where Zi j = π/sin(pi jπ) is a normalisation constant to
ensure a valid probability density function. The soft Bradley-Terry expert directly incorpo-
rates probabilities and, instead of using the likelihood of the outcomes, models the probability
of the score difference p(si− s j|pi j). Therefore, these experts can be applied within the PoE
framework. Although the limiting behaviour of the Bradley-Terry model (Equation 7.33)
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results in estimating the true underlying scores4 s∗1:N , using soft Bradley-Terry experts allow
us to exploit the developed optimisation techniques of Bradley-Terry to efficiently find the
solution. Although no closed-form solution exists when using soft Bradley-Terry experts,
similar to Bradley-Terry, Zermello’s algorithm [346] can be applied to iterate the solution
until convergence is reached.

7.2.4 Laplacian Approximation of Bradley-Terry

The previous section (§7.2.3) introduced the soft Bradley-Terry expert, which was an exten-
sion of the original Bradley-Terry model. The score distribution under the soft Bradley-Terry
takes the form,

p(s1:N |C1:K) =
1
Z ∏

i, j∈C1:K

σ(si− s j)
pi j(1−σ(si− s j))

1−pi j (7.36)

which unlike the previous PoE using Gaussian Experts (§7.2.2), is difficult to analyse.
Therefore, this section considers how to approximate the distribution into a form that’s more
convenient to analyse. A standard approach is to apply a Laplace approximation, which
approximates the original distribution as a Gaussian, p̃(s1:N |C1:K). Let s = [s1, . . . ,sN ]

T be
the vector of scores. The Laplace approximation is given by:

p(s|C1:K)≈ p̃(s|C1:K) =N
(
s; ŝ, A−1) (7.37)

where ŝ is the maximum probability estimate of the the original distribution p(s|C1:K), and
A−1 is the covariance matrix of the approximating Gaussian. The log of this approximation
can be expressed as:

log p̃(s|C1:K) =−
1
2
(s− ŝ)TA(s− ŝ)− N

2
log(2π)− 1

2
log
(
det

(
A−1)) (7.38)

which represents a quadratic approximation of the log-likelihood around its mode. Therefore,
the elements of A can be calculated as:

ai j =−
∂ 2

∂ si∂ s j
logp(s|C1:K)

∣∣∣∣
s=ŝ

(7.39)

4Assuming the comparative probabilities follow the assumptions of the Bradley-Terry model
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By differentiating the log score distribution when using soft Bradley-Terry experts, the
diagonal elements, Akk, and off-diagonal elements Akm, are given by,

akk = 1(k = 1)+ ∑
i, j∈C

[
1(i = k)+1( j = k)

]
·σ(ŝi−ŝ j) ·σ(ŝ j−ŝi) (7.40)

akm =−1 ·
(

∑
i, j∈C

[
1(i = k)1( j = m)+1( j = k)1(i = m)

]
·σ(ŝi−ŝ j) ·σ(ŝ j−ŝi)

)
(7.41)

Similar to the Gaussian expert, a static expert is introduced on the first element to avoid the
redundant axis. The form of the inverse covariance matrix for the Laplace approximation is
closely related to the form of the inverse covariance matrix for the linear Gaussian experts,
A = W̃TW̃, which has form,

akk = 1(k = 1)+ ∑
i, j∈C

[
1(i = k)+1( j = k)

]
(7.42)

akm =−1 ·∑
i, j∈C

[
1(i = k)1( j = m)+1(i = m)1( j = k)

]
(7.43)

The only difference between the inverse covariance matrix when using linear Gaussian
experts and the Laplacian approximation of soft Bradley-Terry experts is the multiplication
by the term σ(ŝi− ŝ j) ·σ(ŝ j− ŝi).

7.2.5 Comparison Selection

The previous theory detailed how to determine the predicted scores ŝ1:N given a set of
observed comparisons C1:K . While these comparisons have been assumed to be randomly
selected from the set of all possible comparisons, an alternative approach is to strategically
select them. By prioritising comparisons that provide the most information, it might be
possible to achieve better assessment performance while maintaining the same number of
comparisons. One of the useful properties of using the Products of Experts is that one has
an analytical form of the distribution over the final predictions. This allows for a selection
routine where comparisons are selected to maximise the probabilities of the observations.
Assuming the marginalised score distribution has a Gaussian form,

p(s|C1:K) =N (s; µµµ
∗, ΣΣΣ

∗) (7.44)
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The solution with the highest probability is the mean µµµ∗. The associated probability is,

p(µµµ∗|C1:K) =

√
det

(
ΣΣΣ
∗−1
)

(2π)
N
2

(7.45)

To minimise uncertainty, one may want to select the set of comparisons which maximise the
expected probability of the solution. The comparison matrix W̃∗ that maximises the proba-
bility of the solution is equivalent to the comparison matrix that maximises the determininant
of the inverse covariance matrix,

W̃∗ = argmax
W̃

p(µµµ∗|C1:K)≡ argmax
W̃

det(ΣΣΣ∗−1) (7.46)

Although it may not be possible to find the exact solution of the expression, one can run a
greedy approach of iteratively estimating the comparisons which will greedily maximise the
probability of the solution. For the Linear Gaussian Experts, it was shown that A = W̃TW̃
(Equation 7.26). Given the current comparisons W̃, adding an additional comparison (i, j) is
equivalent to adding an extra row r ∈RN to W̃, where ri=1, r j =−1 and rl =0 ∀l ̸= i, j.
By applying the matrix determinant lemma [91], the determinant of the matrix after adding
the row r can be expressed as:

det
(
[W̃;r]T[W̃;r]

)
= det(W̃TW̃+ rrT) = det(W̃TW̃)(1+ rT(W̃TW̃)−1r) (7.47)

The sparse form of r allows us to simplify the expression, such that when using linear
Gaussian experts, the next greedy optimal comparison can be selected as,

î, ĵ = argmax
i, j

(rT(W̃TW̃)−1r) (7.48)

≡ argmax
i, j

([
A(k)−1

]
ii
+
[
A(k)−1

]
j j
−2 ·

[
A(k)−1

]
i j

)
(7.49)

Note the covariance matrix A(k+1) can be updated efficiently from A(k) (See Appendix A.1.3).
Furthermore, the greedy-selected comparisons do not depend on any of the observed LLM
probabilities pi j and depend only on the number of candidate texts N and the number of
comparisons K.

For the Laplacian approximation of the soft Bradley-Terry experts, the inverse covariance
matrix has elements as described in Equations 7.40 and 7.41. Hence, one can note that adding
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a further comparison (i, j) has influence on A(k),

A(k+1) = A(k)+σ(ŝi−ŝ j) ·σ(ŝ j−ŝi) · rrT (7.50)

By again applying the matrix determinant lemma, one can express the determinant after
adding the next comparison as follows:

det
(

A(k+1)
)
= det(A(k)+σ(ŝi−ŝ j) ·σ(ŝi−ŝ j) · rrT) (7.51)

= det(A(k))
(

1+σ(ŝi−ŝ j) ·σ(ŝ j−ŝi) · (rTA(k)−1
r)
)

(7.52)

Maximising the the expression is equivalent to maximising,

î, ĵ = argmax
i, j

(
σ(ŝi−ŝ j) ·σ(ŝ j−ŝi) · rTA(k)−1

r
)

(7.53)

= argmax
i, j

(
σ(ŝi−ŝ j) ·σ(ŝ j−ŝi)

([
A(k)−1]

ii
+
[
A(k)−1]

j j
−2 ·

[
A(k)−1]

i j

))
(7.54)

Therefore selecting comparisons under the Laplacian approximation of the soft Bradley-
Terry model leads to a selection process that is similar to that when using linear Gaussian
expert, but with an additional multiplication term of σ(ŝi−ŝ j) ·σ(ŝ j−ŝi). Intuitively, this
selection mechanism favours close comparisons, such that the comparisons between texts
of similar quality are expected to reveal the most information. This approach is now also
dynamic and depends on all the previous LLM probabilities. Although this may yield a more
powerful selection scheme, this also means that the approach has to be embedded in the
LLM comparative assessment framework. Furthermore, the score predictions ŝ1:N must be
solved for each next new comparison (which is solved through iterating the solution until
convergence) and the efficient matrix updates (§A.1.3) are no longer applicable. Therefore,
this selection mechanism is more computationally expensive to run than that of the linear
Gaussian selection scheme, and practically, the effectiveness of this approach will depend on
the tradeoff between this computational expense and the cost of an LLM forward pass.

7.2.6 Mitigating Bias

As previously discussed in Section 7.1.4, LLMs can have inconsistent outputs where pi j ̸=(1−
p ji) and may have positional bias such that the system prefers one position over another. An
option to overcome this would be to perform permutation debiasing, where the probabilities
from both permutations are combined into a single probability p̃i j =

1
2 ·(pi j+(1−p ji)). This

resulting probability is then guaranteed to be consistent across both permutations.
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An alternative would be to directly accommodate for bias within the experts. A simple
method to do so would be to introduce a bias parameter γ that shifts the experts such that
pγ(si− s j|pi j) = p(si−s j− γ|pi j). The extension of the Bradley-Terry model that accounted
for home advantage (§4.3.2) had a similar form:

P(xxxi ≻ xxx j) = σ(si− s j + γ) =
exp(si− s j + γ)

1+ exp(si− s j + γ)
(7.55)

where γ is treated as a further parameter of the model that can also be optimised when finding
the maximum likelihood solution [71]. However within the PoE framework, we consider de-
termining the values of γ by noting that the expected score difference between two randomly
sampled texts is zero, E[si−s j] = 0. This section derives methods of setting γ for the Gaussian
and Bradley-Terry experts, such that the experts can automatically account for positional bias.

The linear Gaussian experts (§7.28) introduced the parameter β , which defined the probability
offset. Setting γ is equivalent to setting the β parameter, and it can be shown (see Appendix
A.1.4) that the value of β that mitigates positional bias is the average LLM comparative
probability:

β =E{ccc,xxxi,xxx j}
[
P(xxxi ≻ xxx j|ccc;θθθ)

]
(7.56)

I.e. β = E[pi j]≈ 1
K ∑

K
k=1 p(k)i j , where p(k)i j are probabilistic samples from the LLM judge.

For the soft Bradley-Terry expert, the expectation E[si− s j] = 0 becomes undefined due to
infinities; if the model returns a probability of 1, this implies that xxxi always wins against xxx j

and the true score difference is expected to be infinite. However, for experts that are unstable
or for which the expectation is analytically intractable, one can instead ensure that the mode
of the expert’s distribution occurs when the score difference is 0. For the soft Bradley-Terry
expert, this yields the solution:

γ =−1·log

(
E{ccc,xxxi,xxx j}

[
P(xxxi ≻ xxx j|ccc;θθθ)

]
1+E{ccc,xxxi,xxx j}

[
P(xxxi ≻ xxx j|ccc;θθθ)

]) (7.57)

I.e., γ =−1·log
(

E[pi j]
1+E[pi j]

)
=−logit(E[pi j])≈ logit

(
1
K ∑

K
k=1 p(k)i j

)
(derived in detail in Ap-

pendix A.1.4).
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7.3 Experimental Results

This chapter introduced LLM comparative assessment, a reference-free zero-shot NLG
evaluation approach that can be easily generalised to new domains. The experiments in
this section will investigate 1) the degree to which bias may manifest in the assessment, 2)
the general effectiveness of the approach compared to alternative bespoke and zero-shot
approaches, and 3) whether the approach can be made more inference-efficient by framing it
within a product of experts framework.

Datasets

To ensure the effectiveness and generalisability of the approach, we consider standard NLG
assessment datasets (§4.2.1) covering a wide range of NLG generation tasks, domains and
attributes. The following datasets with gold-standard human assessment ranks are:

• SummEval [67] is a summary evaluation benchmark of 100 passages, each with
16 machine-generated summaries. Each summary is evaluated for coherency (COH),
consistency (CON), fluency (FLU), and relevancy (REL).

• TopicalChat with the USR annotations [215] is for benchmarking dialogue evaluation.
It includes 60 dialogue contexts and six system responses per context. These responses
are assessed on coherency (COH), continuity (CNT), engagingness (ENG), and naturalness
(NAT).

• WebNLG [81] is for benchmarking data-to-text evaluation methods. It contains
223 semantic triple groups, each paired with outputs from 8 triple-to-text generation
systems. These texts are evaluated for fluency (FLU), grammar (GRA) and semantic
equivalence (SEM).

• CMCQRD [223] is a dataset for evaluating the difficulty of multiple choice reading
comprehension questions. The dataset contains 658 questions, each annotated with
perceived question difficulty.

• HANNA [36] is a story evaluation evaluation dataset, containing 1056 machine-
generated stories annotated by humans on coherency (COH), complexity (CMP) and
surprisingness (SUR).
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Evaluation

The datasets D contains a set of unique input contexts ccc, N system-generated responses xxx1:N

per context and corresponding manual assessment ranks r1:N ,

D =
{

ccc( j),xxx( j)
1:N ,r

( j)
1:N

}
j=1,...,M

(7.58)

where M is the number of unique contexts and N is the number of different generative systems.
Given the system assessment rankings. The NLG assessment systems are evaluated by
measuring the average response-level Spearman correlations with the ground-truth rankings:

ρ =
1
M

M

∑
j=1

SCC
(

r̂( j)
1:N ,r

( j)
1:N

)
(7.59)

The Spearman correlation is used over the Pearson correlation to better suit the ranking tasks
prevalent in NLG assessment. Further, response-level correlations are calculated instead of
system-level correlations, as the latter is an easier task that often results in higher correlations,
often near 1. Using response-level correlations allows us to discern meaningful differences
in the effectiveness of various assessment methods.

Models

Consistent with the results of the previous chapter, we similarly use both FlanT5 [42]
and Llama2-chat [314] as the LLM judges in LLM comparative assessment, as well as
Mistral-7B [139]. These systems were the most capable open-source instruction-following
LLMs at the point of conducting experiments in March 2024 and also represent a range
of model architectures and training approaches. This diversity allows us to evaluate the
generalisability of our findings across different LLM and training paradigms, allowing us to
evaluate effectiveness and identify potential biases and limitations across different model
types.

Baseline Approaches

To validate the effectiveness of comparative assessment against other NLG evaluation meth-
ods, we employ a range of standard NLG assessment systems as baselines. These systems,
previously detailed in Section 4.2, include:

• BERTScore [349], which evaluates summaries based on their similarity to human
reference summaries, measured in the embedding space.
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• UniEval [358], which convert NLG evaluation into Boolean QA. This method uses
pre-defined schemes for selected aspects (e.g., coherence) and generates synthetic
data to fine-tune a T5 system for NLG assessment. References are used for particular
aspects (e.g. relevancy), and schemes/systems are bespoke for a particular attribute.
We use the ‘continual’ system where the same model has been continually trained for
all the attributes (which is the setting that demonstrates the best performance.)

• MQAG [203], which represents information using multiple-choice questions and
measures the consistency in answer distribution between conditioning on the summary
and the context. The method is used reference-free.

• GPTScore [76], which evaluates texts using conditional language model probabilities.
By conditioning the language model on a task instruction and the context, GPTScore
assumes that high-quality texts will be assigned a higher probability than poor-quality
texts.

• Prompt-Scoring, which, for a particular attribute, asks an LLM to assess the response
quality between 1-10. Prompt-scoring is used as the main baseline to compare com-
parative assessment as both are zero-shot prompting approaches. The prompt-scoring
prompts are also designed to be simple and not overly engineered, e.g.:

P(xxx,ccc) =‘Provide a score between 1 and 10 that measures the text’s coherency.

Context: <ccc>

Text: <xxx>’

• G-Eval [182], which is an extension of prompt-scoring, calculates the expected score
over a score range (e.g. 1-5 normalised by their probabilities). We use the same
detailed prompts that were used in the original paper.

7.3.1 Analysis of Positional Bias

The first set of experiments in this chapter analyses whether, similar to multiple-choice
question answering (§6.5.2), LLM comparative assessment is impacted by positional bias.
We replicate the experiments of Section 6.5.2 for comparative assessment, evaluating the
accuracy, permutation sensitivity (Equation 7.8) and positional bias (Equation 7.10) for
individual pairwise comparisons.
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COH CON FLU REL
acc pb ps acc pb ps acc pb ps acc pb ps

FlanT5-3B
baseline 69.2 0.16 0.20 81.1 0.06 0.12 62.5 0.12 0.17 64.5 0.10 0.17
prior-matching 70.5 0.03 0.15 80.5 0.03 0.11 64.3 0.03 0.13 64.1 0.02 0.15
perm-debias 71.7 0.00 0.00 82.0 0.00 0.00 65.7 0.00 0.00 65.4 0.00 0.00

FlanT5-11B
baseline 61.6 0.42 0.42 70.5 0.37 0.38 55.6 0.44 0.44 62.8 0.39 0.39
prior-matching 67.3 0.02 0.16 77.8 0.00 0.14 58.9 0.03 0.16 65.3 0.05 0.16
perm-debias 68.9 0.00 0.00 79.7 0.00 0.00 61.4 0.00 0.00 67.0 0.00 0.00

Llama-7B
baseline 62.8 0.09 0.30 64.1 0.45 0.49 58.0 0.33 0.42 58.3 0.53 0.56
prior-matching 62.5 0.07 0.29 62.8 0.13 0.29 59.6 0.10 0.30 62.0 0.01 0.27
perm-debias 64.8 0.00 0.00 66.2 0.00 0.00 59.7 0.00 0.00 65.7 0.00 0.00

Llama-13B
baseline 62.3 0.36 0.38 71.8 0.18 0.23 58.9 0.56 0.56 63.8 0.38 0.40
prior-matching 65.8 0.06 0.23 72.9 0.01 0.17 61.6 0.03 0.24 65.5 0.11 0.24
perm-debias 68.6 0.00 0.00 73.1 0.00 0.00 63.5 0.00 0.00 66.3 0.00 0.00

Table 7.1 Accuracy (acc), permutation bias (pb) and permutation sensitivity (ps) for various
LLMs when prompted for comparative assessment on SummEval.

Table 7.1 presents an analysis of the performance and positional bias when various LLMs
are applied for LLM comparative assessment on different attributes of SummEval, a dataset
for Summary assessment. We observe that the LLMs are able to determine which of two
texts better demonstrates an assessed attribute, with accuracies usually within the range of
60-80%, which is well above the random performance of 50%. However, LLM judges exhibit
considerable positional bias. For example, on coherency, FlanT5-11B has a positional bias of
0.42, which indicates that over all comparisons, one position is preferred 42% of the times
more than the other (e.g. 71% vs 29%). Positional bias can also be observed on most models
and attributes, which highlights that the systems are sensitive to the input orderings, and
positional bias may be a vital consideration when applying LLM comparative assessment.

Additionally, systems may follow task invariances for some tasks, but the same invariance
may not be maintained for other tasks. FlanT5-3B and FlanT5-11B were previously shown
to be robust to changes in input orderings, having low permutation sensitivity and positional
bias when applied to MCQA tasks (§6.5.2). This was hypothesised to be attributed largely
to the pre-training tasks, where MCQA datasets were present during the instruction-tuning
stage of FlanT5. However, for LLM comparative assessment, FlanT5 demonstrates notable
permutation sensitivities and positional biases. This is particularly noticeable for FlanT5-11B,
which shows biases comparable to those of Llama2. This highlights that though systems
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may account for positional invariance in one domain, this capability may not extend to other
domains where positional invariance is also relevant.

Further, as observed in MCQA tasks, permutation debiasing yields large accuracy im-
provements for many tasks. Permutation debiasing can improve accuracies by 5-10 per-
centage points, which is seen across various assessment attributes and models. With two
options, permutation debiasing is simple and only requires averaging the probabilities from
both permutations of the comparison (e.g. A vs B and B vs A) and is not as computationally
expensive as in MCQA tasks. The results highlight that bias is a crucial factor that must
be considered and addressed in LLM comparative assessment. This can be achieved by
performing permutation debiasing, where both permutations are computed and averaged.
Alternatively, when individual decisions are used, it becomes important to consider methods
to account for positional bias, motivating the experts proposed in Section 7.2.6 for the PoE
framework of LLM comparative assessment.

Debiasing via student distillation

COH CON FLU REL
type acc ps acc ps acc ps acc ps

Teachers
permutation debiased white-box 68.9 0.00 79.7 0.00 61.4 0.00 67.0 0.00
biased white-box 61.6 0.42 70.5 0.38 55.6 0.44 62.8 0.39
expected biased black-box 58.5 - 65.5 - 54.3 - 58.8 -

Students
RoBERTa-base (110M) d 61.5 0.05 70.5 0.07 61.2 0.05 60.9 0.06
RoBERTa-base (110M) ec 66.4 0.04 71.7 0.06 61.6 0.03 61.9 0.05

DeBERTa-base (110M) d 62.6 0.03 67.1 0.04 62.1 0.03 63.0 0.05
DeBERTa-base (110M) ec 66.0 0.03 71.1 0.04 64.1 0.03 62.1 0.06

RoBERTa-large (330M) d 64.8 0.05 67.6 0.06 62.7 0.05 62.1 0.05
RoBERTa-large (330M) ec 66.7 0.05 72.0 0.05 63.3 0.04 63.6 0.05

DeBERTa-large (330M) d 65.1 0.04 71.5 0.04 64.9 0.03 63.2 0.03
DeBERTa-large (330M) ec 66.1 0.03 70.9 0.02 64.8 0.03 63.3 0.04

Table 7.2 Performance of a student trained to emulate the debiased teacher on SummEval.
Reported are task accuracy (acc) and permutation sensitivity (ps). The students are either
directly distilled (d, §6.4.1) or trained to correct the distribution of a single biased black-box
teacher decision (ec, §6.4.2). FlanT5-11B is used as the teacher.

To investigate the generalisability of the student-teacher distillation framework (§6.4) beyond
MCQA, we examine whether student models can be trained to replicate the permutation-
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debiasing decisions in LLM comparative assessment. The same experimental set-up and
student systems are used as the results in Section 6.5.3, although for SummEval, we now
take the first 80 contexts as the training data and the last 20 contexts as the test set. For
comparative assessment, permutation debiasing now only requires two calls, although using
a smaller encoder-teacher yields considerable computational efficiency savings in distillation.

When applied to LLM comparative assessment, the distilled students are shown to be
highly effective, performing similarly to the debiased teacher. Unlike in MCQA, where
distilled students struggle to model the teacher’s distribution and error correction is required
to achieve good performance, the distilled students achieve promising performance for
comparative assessment. This may be because comparative assessment is simpler than
MCQA and only involves binary decisions rather than comparing several options. Hence,
the capacity of the student model may alone be sufficient for the pairwise judgements. For
example, the distilled DeBERTa-large student achieves an accuracy of 65.1 and permutation
sensitivity of 0.04 when assessing coherency, while the biased white-box teacher has an
accuracy of 61.6 and permutation sensitivity of 0.42. This highlights the benefits of the
debiased students, which perform better and are more robust to permutations. Similar
observations are seen across models and attributes, where notably, the student models have
an order of magnitude fewer parameters and do not use any labelled data.

Additionally, the error correction students perform better than the distillation students.
Performance is significantly better than the sampled black box teacher decisions, with the
DeBERTa-large error-correction student achieving accuracies 5-10% above the expected
biased black-box performance. Lastly, we observe that the size and ability of the students
can be an important factor, with DeBERTa typically outperforming RoBERTa and RoBERTa-
large outperforming RoBERT-base. However, for DeBERTa, the performance appears to
saturate with size, with the error-correcting DeBERTa-base achieving accuracies within 1.2%
of DeBERTa-large for all attributes.

7.3.2 Effectiveness of LLM comparative Assessment

The previous results demonstrated that LLMs can perform comparative assessments with
reasonable consistency with human judgements and that positional bias is an important factor
to consider. For NLG assessment tasks, the primary objective is not only to determine which
of two texts is better but to rank all texts from best to worst for an assessed attribute. The
system must conduct numerous pairwise comparisons between texts and then aggregate these
results to generate the final predicted rankings. Our next set of experiments examines the
effectiveness of LLM comparative assessment for NLG evaluation, comparing performance
to existing baselines and, in particular, the prompt-scoring approach. In these experiments,
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we focus on exploring the potential of the approach rather than its computational efficiency.
Consequently, all N · (N−1) comparisons are computed, which will also implicitly correct
for bias since both permutations are considered for each comparison.

Approach COH CON FLU REL

Baselines
BERTScore (w/ Ref) 25.9 19.7 23.7 34.7
MQAG 17.0 28.8 19.3 16.6
UniEval (continual) 57.5 44.6 44.9 42.6
GPTScore FlanT5-3B 47.0 43.6 42.1 34.4
GPTScore FlanT5-11B 45.6 43.8 42.4 34.3
ChatGPT scoring 45.1 43.2 38.0 43.9
Prompt-Scoring
FlanT5-3B 14.5 19.8 3.9 15.2
FlanT5-11B 0.7 11.2 3.2 5.7
Llama2-chat-7B 8.6 9.0 1.8 7.8
Llama2-chat-13B 9.9 6.9 1.2 9.2
G-Eval
FlanT5-3B 10.5 29.1 9.8 23.8
FlanT5-11B 19.2 29.3 20.7 35.8
Llama2-chat-7B 28.2 29.4 23.0 27.4
Llama2-chat-13B 53.2 33.7 16.5 38.3
Comparative Assessment
FlanT5-3B 51.2 47.1 32.5 44.8
FlanT5-11B 44.2 37.2 30.2 43.4
Llama2-chat-7B 27.9 24.6 20.2 35.6
Llama2-chat-13B 40.9 39.9 30.8 45.3

Table 7.3 Spearman correlation coefficient, SCC, for SummEval, averaged over both prompts
per system (for prompt-scoring and comparative). ChatGPT performance is quoted from
Wang et al. [326], which use more detailed scoring prompts.

Table 7.3 analyses the effectiveness of LLM comparative assessment for summary evaluation
on the SummEval dataset. The results demonstrate that comparative assessment is an
effective NLG assessment approach, with LLMs comparative assessment providing rankings
that correlate well with the manual gold-standard ranks. With comparative assessment, the
moderate-sized LLMs achieve Spearman correlations usually within the range of 30-50 SCC,
with the approach generalising across models and attributes. A further observation is that
moderate-sized LLMs struggle to predict independent assessment scores through zero-shot
prompt-scoring. FlanT5-3B, which achieved the best prompt-scoring performance, achieved a
Spearman correlation of 19.8 SCC when assessing consistency and correlations between 3-15
SCC for the other attributes. When used for comparative assessment, the same LLM achieved
a correlation of 47.1 SCC for consistency assessment and 30-52 SCC for the other attributes.
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Interestingly, prompt-scoring is more effective with larger systems, as demonstrated by
ChatGPT, which achieves correlations between 38-45 SCC. This perforance gap suggests that
prompt-scoring is an emergent ability only larger LLMs can perform effectively. However,
by framing evaluation within the simpler intermediate task of judging two texts, comparative
assessment appears to better harness the abilities of less powerful models, with FLanT5-3B
comparative assessment even outperforming ChatGPT prompt-scoring in 3/4 attributes.

Additionally, G-Eval, which uses task-specific detailed prompts and continuous scores,
yields significant improvements over prompt-scoring. However, in 12/16 settings, LLM
comparative assessment outperforms G-Eval, and often by quite large margins. Beyond
the prompt-scoring baselines, comparative assessment performs competitively against other
bespoke baselines. The best comparative assessment LLM (FlanT5-3B) achieves correlations
competitive with other zero-shot methods, outperforming the equivalent GPTScore by an
average SCC of 2.1 across all attributes. Performance is also substantially higher than
BERTScore which uses referenced-based evaluation (average increase of 17.9 SCC), as
well as MQAG which is designed to assess information consistency using multiple choice
question answering (average increase of 23.5 SCC). Although UniEval does perform better
than LLM comparative assessment (on average 3.5 SCC higher), UniEval was designed for
bespoke tasks and is fine-tuned on synthetic data created for particular attributes. When
applied to out-of-domain settings, UniEval can have considerable performance degradation
(shown later in Table 7.5), while in contrast, comparative assessment is zero-shot and general.

Approach COH CNT ENG NAT

Baselines
GPTScore GPT3 56.9 32.9 49.6 52.4
ChatGPT scoring 54.7 57.7 37.9 58.0
UniEval (continual) 61.3 - 60.5 44.4
Prompt-Scoring
FlanT5-3B 31.9 28.8 17.4 23.7
FlanT5-11B 15.3 8.0 4.3 24.3
Llama2-chat-7B 16.4 17.0 20.6 21.4
Llama2-chat-13B 21.7 19.9 31.4 23.2
Comparative Assessment
FlanT5-3B 49.4 49.4 37.3 47.4
FlanT5-11B 54.3 42.2 54.7 54.2
Llama2-chat-7B 28.9 33.7 36.1 30.3
Llama2-chat-13B 32.4 43.2 55.5 33.5

Table 7.4 Spearman correlations for NLG as-
sessment approaches on TopicalChat.

Approach FLU GRA SEM

Baselines
BLEU 36.3 34.7 50.3
METEOR 44.3 42.9 62.7
UniEval (continual) 21.7 16.3 -
Prompt-Scoring
FlanT5-3B 30.8 32.7 38.5
FlanT5-11B -0.7 6.9 20.8
Llama2-chat-7B 3.8 2.4 17.0
Llama2-chat-13B 1.8 0.5 5.6
Comparative Assessment
FlanT5-3B 40.6 41.4 12.8
FlanT5-11B 41.4 44.8 52.4
Llama2-chat-7B 22.9 37.8 -5.3
Llama2-chat-13B 44.9 45.1 53.5

Table 7.5 Spearman correlations for NLG
assessment approaches on WebNLG.
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To further investigate the applicability of LLM comparative assessment in general settings
beyond summarisation, we analyse the performance of comparative assessment on both
dialogue response generation (TopicalChat) and data-to-text generation (WebNLG). Table 7.4
presents the findings for TopicalChat, which align with those observed for SummEval. LLM
comparative assessment again outperforms the correlations seen from prompt-scoring, where
using prompt-scoring FlanT5-11B achieves an average of 13.0 SCC (across all attributes),
while comparative assessment achieves a much stronger correlation of 51.4 SCC. This trend
holds across all models, with improvements of 20.4 SCC for FlanT5-3B, 38.4 SCC for
FlanT5-11B, 13.4 for Llama2-7B, and 17.1 SCC for Llama2-13B.

For WebNLG, which evaluates data-to-text generation, the context is highly abstract and
consists of a list of triples in the form of (object, relation, subject). This makes semantic
assessment challenging, as the LLM must parse and comprehend these triples. Table 7.5
highlights that understanding semantic triples is an emergent ability in LLMs. For gram-
mar and fluency, the correlations are similar across systems, with FlanT5-3B achieving a
correlation of 41.4 SCC for grammar and FlanT5-11B 44.8 SCC. However, for semantic
understanding, the larger models significantly outperform the smaller ones. FlanT5-3B and
LLama2-7B achieve correlations of 12.8 SCC and -5.3 SCC respectively, while FlanT5-11B
and Llama2-13B achieve correlations of 52.4 SCC and 53.5 SCC, respectively.

7.3.3 PoE Framework for Comparative Assessment

The previous experiments validated the effectiveness of comparative assessment. However, it
was previously noted that using all N(N−1) comparisons can be computationally inefficient
and cause limitations when applied to practical use cases where there are many assessed
texts. To deal with this limitation, we introduced the PoE framework for LLM compara-
tive assessment (§7.2), which elegantly leverages all available information from a subset
of completed comparisons to get efficient scores. Several different methods of mapping
comparisons to scores are considered, categorised into binary decision-based (win-rato, BT,
PoE-g) or probability-based (avg-prob, PoE-BT, PoE-g):

• win-ratio: This calculates the number of comparisons won by the respective text,
which is used as the quality score.

• BT: This approach finds the scores that maximise the likelihood of the comparisons
under the Bradley-Terry model [27], where the solution is found by Zermelo [346]
with a convergence threshold of 1e−4.
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• avg-prob: This computes the average probability associated with the text over all of
its comparisons

• PoE-BT: Our proposed PoE framework using the soft Bradley-Terry experts, which is
the Bradley-Terry model extended to soft probabilities (§7.2.3). Models are similarly
found using an updated version of Zermelo to handle soft probabilities.

• PoE-g Our proposed PoE framework using the Gaussian expert with the linear mean
and constant variance assumptions (§7.2.2). This approach has an analytic solution.

• PoE-g-hard An extension of the POE-gaussian framework, however, using hard binary
decisions and not soft probabilities.

For each context, we do pairwise comparisons using the LLM on the full set of N · (N−1)
comparisons. We then randomly select a subset of K comparisons from these outcomes.
The first set of experiments considers the symmetric setup, where the probability for each
comparison is calculated using permutation debiasing (i.e. averaging both permutations),
though later experiments will consider the impact of bias in the non-symmetric setup. This
process is repeated 100 times for a particular number of total comparisons, K, and we
calculate both the mean and standard deviation of performance over the entire dataset.

7.3.4 Summeval

decisions only probabilities
system K win-ratio BT PoE-g-hard avg-prob PoE-BT PoE-g

Llama2-7B
48 21.6±0.8 23.4±0.7 22.5±0.7 24.0±0.7 26.8±0.5 26.6±0.5

240 27.8±0.0 27.9±0.0 27.6±0.0 28.4±0.0 28.4±0.0 28.4±0.0

Llama2-13B
48 30.8±0.7 33.1±0.7 31.6±0.7 33.7±0.6 37.7±0.4 37.3±0.4

240 39.3±0.0 39.3±0.0 39.2±0.0 39.3±0.0 39.3±0.0 39.3±0.0

Mistral-7B
48 29.7±0.8 31.9±0.7 30.5±0.6 31.1±0.7 33.2±0.6 32.8±0.6

240 38.1±0.0 38.1±0.0 38.0±0.0 37.7±0.0 37.7±0.0 37.7±0.0

Flant5-3B
48 34.1±0.8 36.6±0.6 34.9±0.7 38.4±0.6 42.6±0.4 42.4±0.4

240 43.6±0.0 43.6±0.0 43.4±0.0 44.3±0.0 44.3±0.0 44.3±0.0

Flant5-11B
48 31.2±0.8 33.4±0.7 32.0±0.7 34.7±0.7 38.5±0.4 38.4±0.4

240 40.0±0.0 40.0±0.0 39.7±0.0 40.5±0.0 40.5±0.0 40.5±0.0

Table 7.6 Spearman Correlations for SummEval, averaged over all attributes (COH, CON, FLU,
REL). K is the number of comparisons made, where K=240 is the full set of comparisons.
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Here, we investigate whether the Product of Experts framework can yield reasonable per-
formance for SummEval when a subset of comparisons are used. Table 7.6 presents the
results, where it’s observed that when considering the full set of comparisons (K =240),
the correlations from the average probability is only marginally better than using the win
ratio (within 1 SCC). However, when using 20% of the comparisons (K=48), the average
probability performs better than win ratio and yields gains of 3-4 SCC. This highlights
that leveraging soft probabilistic information is advantageous when using only a subset of
comparisons.

However, using the PoE solution yields significant gains in efficient settings. Even
when only using hard decisions, for K =48, both the Bradley-Terry model (BT) and the
PoE Gaussian with hard decisions (PoE-g-hard) have mild performance gains over the win
ratio. Nevertheless, the real benefits are seen when using PoEs with soft probabilities, with
both POE-BT and PoE-g significantly outperforming the average probability. With these
methods, when using only 20% of the comparisons, one can achieve performance close to
when using the full comparison set (in four out of five cases within 2 SCC), where using the
same comparisons, win ratio would result in degradations of up to 10 SCC. The findings hold
across the different models and SummEval attributes. Further, both the Gaussian and the soft
BT experts have similar performing solutions. With the full set of comparisons, the Gaussian
PoE solution can be shown to be equivalent to the average probability, while the BT PoE
may yield a different solution. Nonetheless, the performance for both PoE-BT and PoE-g are
comparable across most models and datasets, as well as for both the hard and soft setups.
The Gaussian solution, though, has the benefit of a convenient closed-form solution.

Finally, Figure 7.3 shows more detailed performance curves for a few selected models
and attributes by sweeping K from K=N to the full set of comparisons, K=N · (N−1)/2.
The curves show that the performance improves smoothly when the number of comparisons
is increased, with the convergence rates considerably better with the PoE methods.
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(d) Llama2-7B, TopicalChat, ENG

Fig. 7.3 Efficiency curves when sweeping K, the number of comparisons per context, where
at each K the comparisons are randomly drawn 100 times. Average performance with 95%
confidence is displayed.

HANNA and CMCQRD

The previous experiments demonstrated that the PoE framework yields significant perfor-
mance boosts on SummEval when a subset of the comparisons are used. However, SummEval
has 16 generated summaries per context, and while considering all possible 240 comparisons
may be computationally costly, it is feasible. However, some tasks have a much larger number
of assessed texts, and for HANNA and CMCQRD, where there is no context dependence,
the number of candidate texts is N=1056 and N=658 respectively. This would result in a
total of over 200,000 comparisons, which would be very impractical to assess. To investigate
whether the PoE framework yields practical advantages in such settings, Table 7.7 presents
performance when using α ·N comparisons. Across all models and datasets, POE-BT consis-
tently performs better than average probability. Additionally, PoE-BT converges to its final
performance faster, with the average performance difference between 5 and 50 comparisons
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0.8 SCC apart, while for average probability, the discrepancy is 2.5 SCC. Note that only
Llama2 and Mistral were considered due to Flant5’s maximum token length of 512.

CMCQRD DIF HANNA COH HANNA CMP HANNA SUR
system K avg-prob PoE-BT avg-prob PoE-BT avg-prob PoE-BT avg-prob PoE-BT

Llama2-7B

5N 31.9±1.2 33.4±0.9 39.2±0.9 41.3±0.4 45.7±1.0 47.9±0.4 32.8±1.1 34.1±0.4

10N 33.8±1.1 34.4±0.8 40.3±0.9 41.4±0.3 46.9±0.8 48.2±0.3 33.6±0.8 34.3±0.3

20N 34.8±0.7 35.0±0.6 41.1±0.5 41.6±0.2 47.6±0.4 48.3±0.2 34.1±0.5 34.5±0.2

50N 35.3±0.4 35.3±0.2 41.4±0.2 41.6±0.1 48.0±0.1 48.3±0.1 34.4±0.2 34.5±0.0

Llama2-13N

5N 30.0±1.3 31.2±1.0 39.9±0.7 41.3±0.5 51.7±0.9 54.6±0.3 34.6±1.1 36.9±0.7

10N 31.5±1.0 31.9±0.5 41.2±0.4 41.8±0.3 53.4±0.6 54.9±0.2 36.0±0.8 37.2±0.4

20N 32.2±0.7 32.3±0.4 41.8±0.5 41.9±0.3 54.3±0.4 55.1±0.1 36.8±0.6 37.5±0.2

50N 32.6±0.3 32.6±0.2 42.1±0.3 42.1±0.1 54.9±0.2 55.1±0.1 37.2±0.3 37.6±0.1

Mistral-7B

5N 38.9±1.2 40.7±0.5 36.6±1.1 38.3±0.6 47.3±0.8 49.9±0.4 24.2±1.1 25.5±0.9

10N 40.7±1.1 41.1±0.2 37.9±0.7 38.6±0.4 49.0±0.6 50.6±0.3 25.3±0.7 26.0±0.5

20N 41.1±0.6 41.2±0.2 38.7±0.5 38.8±0.2 50.1±0.5 50.9±0.2 25.9±0.6 26.2±0.3

50N 41.2±0.3 41.2±0.1 38.9±0.2 38.9±0.1 50.7±0.2 51.0±0.1 26.0±0.3 26.1±0.1

Table 7.7 Spearman correlations for CMCQRD and HANNA for specific attributes. K∈
{5N,10N,20N,50N} is the total number of symmetric comparisons made, e.g. 5N refers to
each sample being in 5 comparisons.

Figure 7.4 illustrates the full efficiency curves for several models and attributes. PoE-BT
typically performs best, and though PoE-g often performs similarly to PoE-BT, PoE-g can
struggle in very low information regions. In all cases, the PoE methods appear to converge
to their solution within 10 ·N comparisons, significantly fewer than the total number of
N · (N−1) comparisons.
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(a) Mistral-7B, HANNA COH
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Fig. 7.4 Efficiency curves when sweeping K, the number of comparisons per context, where
at each K the comparisons are randomly drawn 20 times. Average performance with 95%
confidence is displayed.
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7.3.5 Non-Symmetric Comparions
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(a) Mistral-7B, HANNA COH
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Fig. 7.5 Efficiency curves in the non-symmetric set up.

To minimise the influence of positional bias, in all previous experiments, both permutations
of any comparison were evaluated and averaged. Although this reduces bias, one may gain
more information by having a more diverse set of comparisons and by using a non-symmetric
setup where we don’t enforce both permutations to be sampled. In such cases, we can use
debiased experts, which were proposed in Section 7.2.6. To investigate whether permutation
debiased comparisons are required and whether our debiasing experts are effective, Figures
7.5a and 7.5b present performance curves in the non-symmetric setup for Mistral-7B and
Llama-7B, respectively. Mistral-7B has minimal positional bias with Ei ̸= j[pi j]=0.51, while
Llama-7B has considerable bias with Ei̸= j[pi j]=0.78. For Llama2-7B, the debiased experts,
pγ(si− s j|pi j), yield large performance gains and performance does not converge quickly
without it. For Mistral-7B, the debiasing parameter has little influence, as expected, since
γ will be near 0. Note that although Llama2-7B is more biased, it has better judgement
capabilities and achieves better correlations than Mistral-7B once debiased. Lastly, Figure 7.6
compares non-symmetric debiased performance with symmetric performance and illustrates
that the two perform similarly, albeit with slightly different characteristics. Non-symmetric
often does better in the low number of comparisons region, symmetric sometimes marginally
better after, and performance is similar when more comparisons are made.
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Fig. 7.6 Mistral-7B, HANNA COH, symmetric vs non-symmetric

7.3.6 Selection Sensitivity

system method win-ratio avg-prob PoE-BT PoE-g

Llama2-7B
random 21.6±0.8 24.0±0.7 26.8±0.5 26.6±0.5

selected 23.0±0.8 24.5±0.6 27.3±0.4 27.2±0.4

Llama2-13B
random 30.8±0.7 33.7±0.6 37.7±0.4 37.3±0.4

selected 32.4±0.7 34.6±0.6 38.2±0.3 38.0±0.4

Mistral-7B
random 29.7±0.8 31.1±0.7 33.2±0.6 32.8±0.6

selected 31.4±0.7 32.2±0.6 34.0±0.5 33.9±0.5

Flant5-3B
random 34.1±0.8 38.4±0.6 42.7±0.4 42.4±0.4

selected 36.0±0.6 39.3±0.6 43.2±0.4 42.9±0.3

Flant5-11B
random 31.2±0.8 34.7±0.7 38.4±0.4 38.4±0.4

selected 33.1±0.6 35.7±0.7 39.2±0.4 39.0±0.4

Table 7.8 SummEval Spearman correlations when using the greedy optimal set of
comparisons, for K=48.

The previous results used random comparisons from all possible comparisons. An alternative
would be to pre-select a set of comparisons that maximises the information gained from a
fixed number of comparisons. Section 7.2.5 discusses how for the Gaussian-POE, this can be
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achieved with a practical greedy approximation. Table 7.8 illustrates that at the operating
point of K = 48, pre-selecting the comparisons can provide further performance boosts,
with the average performance of the probabilistic PoE approaches consistently increasing
by 0.5 SCC for all approaches, at no extra cost. Further, although the theory was derived
using the Gaussian assumptions, the performance boosts are seen for all methods, with the
largest gains for the win ratio. Additionally, Figure 7.7 shows that the performance gains
are substantial with fewer comparisons, but as the number of comparisons increases, the
performance difference between random and optimal selection becomes negligible. Finally,
selecting the comparisons based on the Laplace-approximation of the Bradley-Terry expert
(§7.2.5) yields better performance when a small number of comparisons are considered;
however, it is more computationally expensive as the BT solution has to be determined at
each timestep5.

(a) FlanT5-3B, SummEval COH (b) FlanT5-3B, SummEval REL

(c) FlanT5-11B, TopicalChat, COH (d) FlanT5-11B, TopicalChat, CON

Fig. 7.7 FlanT5-3B, SummEval COH, selected vs random

5As a result, in Figure 7.7 the Laplace-selected curves are shown for only a single run of comparison
selection, which provides a noisier estimate of the convergence properties.
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7.4 Chapter Summary

This chapter introduced LLM comparative assessment, which prompts LLMs to make judge-
ments between which of two responses is of greater quality. Experiments established that
LLM comparative assessment performs better than many existing baselines and alternative
zero-shot approaches, highlighting that LLM comparative assessment is an effective zero-
shot, zero-resource text quality evaluation approach. It was further illustrated that LLM
comparative judges exhibit significant positional bias, but by averaging the probabilities
from both permutations, this bias can be mitigated and improve the reliability of the sys-
tems. Lastly, we proposed the Products of Experts framework, which enabled comparative
assessment to be performed with significantly fewer comparisons.



Chapter 8

Bias in Zero-Shot Audio Classifiers

The preceding chapters have all focused on NLP foundation models, analysing their abilities,
limitations and biases. Chapter 5 demonstrated the risk of spurious correlations, where
models fine-tuned for specific applications learn to leverage non-generalisable features,
while chapters 6 and 7 demonstrated that instruction-tuned LLMs also exhibit biases when
prompted for downstream tasks, such as position bias and label word bias. Beyond NLP,
foundation models have also had a significant impact in other domains and modalities,
such as computer vision [55, 108, 262] and audio processing [287, 11, 128, 263]. This
Chapter extends the analysis of zero-shot prompted foundation models to speech foundation
models. Several speech foundation models exist, including those that are pre-trained using
self-supervised learning (SSL) tasks [287, 11], as well as ASR foundation models [263, 255].
Section 8.1 first provides an overview of the systems, while 8.2 describes various approaches
of applying such systems to audio classification, split into supervised fine-tuning and zero-
shot approaches. Section 8.3 then introduces our novel method of prompting ASR systems
for text classification. Section 8.4 discusses the risk of word bias for prompted audio models,
extending the mitigation approaches introduced for NLP (§6.3) to the speech domain. Finally,
Section 8.5 presents our experimental results, demonstrating that ASR foundation models can
achieve zero-shot classification abilities but that debiasing approaches can yield significant
performance improvements.

8.1 Audio Foundation Models

Chapter 3 discussed how crucial elements that led to the current effective NLP foundation
models were breakthroughs in architecture (such as the introduction of the transformer §2.2),
effective SSL pre-text tasks (§3.1.1) and the increasing scale of model size and training
data. Within the audio processing domain, there has been growing interest in developing
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foundational audio models that utilise large-scale datasets to learn robust audio represen-
tations to enable better abilities for downstream tasks [11, 128, 263]. The transformer
architecture, though initially applied within NLP, has also proven to be highly effective for
audio processing tasks. An increasing number of current SoTA audio foundation models are
transformer-based [11, 255, 263], leveraging either the encoder-only transformer architecture
(§2.2.1) or the encoder-decoder transformer architecture1 (§2.2.3). This section examines
influential transformer-based foundation models that have advanced the field of audio pro-
cessing. We focus on three key models: Wav2Vec 2.0 [11], the Multilingual Multimodal
Speech (MMS) [255] and Whisper [263].

8.1.1 Wav2Vec 2.0

Encoder-Only Transformer

CNN CNNCNNCNNCNN ......

Fig. 8.1 Diagram of Wav2Vec 2.0 pre-training approach.

Wav2Vec [287] was one of the earliest works that directly applied SSL to speech processing.
The first version of Wav2Vec used a convolutional neural network (CNN) architecture (§2.1.2)
and was pre-trained to predict future audio representations from past contexts. Although
Wav2Vec demonstrated the potential of learning useful speech representations from unlabeled
data, it was Wav2Vec 2.0 [11] which outperformed existing state-of-the-art systems and
marked a significant advance in applying SSL to audio processing.

1Due to the mismatch between input and output modalities in many audio tasks, decoder-only transformers
are less prevalent



8.1 Audio Foundation Models 177

Wav2Vec 2.0 uses an encoder-only transformer architecture (§2.2.1) and combines
masked prediction [51] and contrastive learning [35] to pre-train audio systems. The Wav2Vec
2.0 pre-training process is illustrated in 8.1, and has the following steps:

1. Feature Encoder: The input to Wav2Vec 2.0 is the raw audio signal, represented
as s1:T . In this section, where the focus is the audio modality, the input no longer
represents discrete tokens and instead is a discrete-time representation of a continuous
audio signal, typically sampled at 16 kHz. Each si ∈R represents the amplitude of
the waveform at time step i. The first stage of Wav2Vec 2.0 is the feature encoder, a
multi-layer convolutional neural network (CNN) that processes the raw waveform and
produces a sequence of latent speech representations, u1:N ,

u1:N = FeatureEncoder(s1:T ) (8.1)

Here, N, the number of frames, is a direct function of T , the number of input timesteps,
but is substantially smaller than T due to the temporal downsampling performed by
the feature encoder. The feature encoder consists of several blocks, each containing
temporal convolution, layer normalisation, and a GELU activation function. The
convolutional layers process the audio signal with increasing receptive fields, resulting
in feature vectors (u1:N), each corresponding to a frame representing approximately
25ms of audio.

2. Quantisation: Each latent vector ui ∈Rn from the feature encoder is then quantised
into q̃i ∈Rn using product quantisation [138], achieved by selecting the closest sub-
representations from multiple codebooks for each vector ui. Assume there are G
codebooks, Bg, where each codebook contains V entries. Each entry e ∈Rn/G is a
n/G dimensional vector. The latent vector ui is split into G sub-vectors, ui,g, where
ui,g ∈Rn/G represents the portion of ui from the (g−1) n

G-th element to the (g) n
G-th

element. For the g-th sub-vector ui,g, the closest entry ei,g is selected from the g-th
codebook Bg,

ei,g = arg min
e∈Bg
∥ui,g− e∥ (8.2)

The selected vectors ei,1,ei,2, . . . ,ei,G are then concatenated and passed through a linear
transformation, to produce the final quantised representation, qi ∈Rd:

q̃i = [ei,1 ; ei,2 ; . . . ; ei,G] (8.3)

qi = Wq̃i (8.4)
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where W ∈ Rd×n is a learnable linear transformation matrix. Note that the Gumbel
softmax [137] is used to enable the gradients to be propagated through the quantisation.

3. Masked Representations from Transformers: Wav2Vec 2.0 is based on the encoder-
only transformer architecture (§3.2.1) and similar to BERT [51], the latent vectors are
masked. This is done by randomly selecting 6.5% of the feature encoder vectors and
masking the subsequent ten timesteps (approximately 49% of all representations are
masked). Masking is performed by replacing all masked vectors with a learned feature
vector uM ∈Rd:

ũi =

uM, if i ∈M

ui, otherwise
(8.5)

WhereM is the set of masked indices and ũ1:N denotes the masked sequence repre-
sentations. The representations are then passed through a GELU, layer normalisation,
and subsequently fed into the layers of the encoder-only transformer. This results
in the final contextual audio representations, h1:N , taken from the final layer of the
transformer,

h1:N = TransformerEncoder(ũ1:N ;θθθ) (8.6)

where θθθ are the parameters of the transformer.

4. Contrastive Loss: Wav2Vec 2.0 is then trained in a self-supervised way to distinguish
the true quantised latent speech representation from distractors at each time step. The
model uses a contrastive loss [104], where given the contextual audio representation
hi centred on a masked time step i, the model has to identify the correct quantised
latent speech representation qi from a set of κ+1 candidate representations within the
set Qi. This set Qi includes the true representation qi, as well as κ distractors which
are uniformly sampled from other masked time steps within the same utterance. The
contrastive loss Lm(θθθ) is then defined as:

Lm(θθθ) =−1 · 1
|M|
· ∑

i∈M
log

exp(sim(hi,qi)/τ)

∑q̃∈Qi exp(sim(hi, q̃)/τ)
(8.7)

where τ is a temperature hyperparameter that controls the sharpness of the softmax
distribution, and the similarity function sim(a,b) is the cosine similarity between two
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vectors a and b,

sim(a,b) =
aTb
∥a∥∥b∥

(8.8)

There is also an additional diversity loss that is introduced to to maximise the entropy
of the averaged softmax distribution over the codebook, encouraging a more uniform
use of the codebook entries.

Wav2Vec 2.0 is trained on 960 hours of unlabelled audio from the Librispeech corpus [236]
and 53.2k hours of audio from LibriVox (LV-60k) [145]. Wav2Vec 2.0 is released in two
sizes: base, which has 95 million parameters, and large, which has 317 million parameters.
Wav2Vec can then be fine-tuned for speech recognition by adding a linear projection on top
of the context network and trained with the Connectionist Temporal Classification (CTC)
loss [96]. This process will be discussed in greater detail in the next section.

8.1.2 MMS

Wav2Vec 2.0 demonstrated significant advancements in self-supervised learning for audio,
providing robust representations of speech. However, without further training, Wav2Vec
2.0 cannot be directly used for audio processing tasks such as automatic speech recognition
(ASR). Like BERT in NLP, Wav2Vec 2.0 serves as a foundation model, adaptable to various
audio processing tasks through fine-tuning. One notable example is the Massively Multi-
lingual Speech (MMS) system [255], an Automatic Speech Recognition (ASR) foundation
model based on Wav2Vec 2.0. MMS significantly expands the original architecture’s capabil-
ities to handle multilingual speech recognition tasks efficiently, a process achieved with the
following steps:

1. Character Level Linear Projection Layer: MMS extends the model architecture by
adding a linear projection layer, often referred to as a “head”. Assuming K possible
output characters, this layer consists of learnable parameters W ∈ RK×d and b ∈ RK ,
which are applied to the outputs of the contextualised audio representations, hi ∈ Rd .
This linear projection is used to predict the state of the input at frame i, outputting
probabilities for each associated character,

P(yi = ωk|h1:N ;θθθ) =
exp(wT

k hi+bk)

∑
K
j=1 exp(wT

j hi+b j)
(8.9)

where yi represents the character for the i-th frame such that yi ∈ {ω1,ω2, ...,ωK}, and
ωk represent particular characters (e.g. a, b, c, ...). These frame-level predictions are
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then combined using a decoding algorithm to produce the final output text transcript
(discussed in 3).

2. Labelled ASR data collection: After adding the character-level projection layer,
MMS can be fine-tuned on labelled audio data. This process begins with collecting
relevant transcribed audio data. MMS, a single system designed for multi-language
ASR, covers 1406 languages and is trained on 36,800 hours of paired speech data,
primarily from recordings of the New Testament in various languages. Many publicly
available ASR datasets D consist of audio recordings paired with text transcriptions:

D = {s( j)
1:T ,x

( j)
1:L}

M
j=1 (8.10)

Where for convenience, T and L are used generally to represent the length of the input
audio and reference text respectively, though, in practice, they vary from sample to
sample. The absence of time-stamp information poses challenges in training, as the
model must learn both the audio-to-text mapping and their alignment. Furthermore,
the input sequence length T and corresponding number of frames N are typically much
larger than the output sequence length L, further complicating the alignment process.
This challenge can be addressed using Connectionist Temporal Classification (CTC)
loss.

3. CTC training: The Connectionist Temporal Classification (CTC) [96] loss addresses
the alignment issue by considering all possible alignments between the input sequence
and the output transcription. CTC introduces a special blank symbol, ε , which allows
the model to handle repetitions, silences, or uncertain frames. The CTC loss max-
imises the probability of the correct transcription by marginalizing over all possible
alignments, enabling the model to learn transcription and alignment simultaneously:

LCTC(θθθ) =−1 · 1
M
·

M

∑
j=1

log

 ∑
πππ∈SN(x

( j)
1:L)

N

∏
i=1

P(πi|h( j)
1:N ;θθθ)

 (8.11)

where SN is the one-to-many mapping of transcriptions to possible alignments of
length N, πππ is a selected alignment of x( j)

1:L (e.g. πππ = {t,h,ε,ε,e, ...}) and πi is the
symbol at the i-th frame. Despite the exponential number of possible alignments, CTC
efficiently computes this loss using the forward-backward algorithm [261], achieving
O(NL) time complexity by leveraging dynamic programming techniques.
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8.1.3 Whisper

Fig. 8.2 Diagram of Whisper Architecture, taken from the original paper [263].

Another popular ASR foundation model is Whisper [263], which is based on the encoder-
decoder transformer (§2.2.3). Unlike Wav2vec 2.0 and the NLP foundation models discussed
in this thesis (§3.2), Whisper doesn’t use SSL training but rather is trained on vast quantities
of weakly supervised multilingual data obtained from the web. Whisper has demonstrated
robust generalisation across various languages and accents, and can handle diverse audio
processing tasks beyond ASR. Whisper’s training process can be summarised as follows:

1. Input tokenization Whisper converts raw input audio s1:T into frame-level features
u1:N . It segments the audio into overlapping 25ms windows, converts each into log-
Mel spectrograms [302], and processes these through a two-layer CNN (§2.1.2) to
extract salient features, u1:N . These frame features are then fed into the transformer
encoder, which uses sinusoidal positional encoding (following the original transformer
architecture).

2. Data Collection Whisper is trained on a large-scale, diverse dataset D of 680,000
hours of labelled speech data, primarily sourced from online videos with associated
transcripts. Like in MMS, Whisper’s dataset lacks precise time-stamp information.
This multilingual dataset covers various tasks, including ASR, speech translation, and
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language identification, and is also diverse, covering a wide range of speakers, accents
and acoustic conditions. The data is “weakly supervised,” and the transcriptions are
either human-written or generated by other automatic systems. However, the exact
details of the training data are not publicly available.

3. Supervised End-to-End Training Unlike MMS’s encoder-only transformer, which
makes frame-level character predictions, Whisper uses an encoder-decoder architecture.
This allows the decoder to attend over a longer context of input frames, enabling token-
level predictions and resolving alignment issues. Whisper directly models the next
output token given the input audio and previously generated tokens, P(xi+1|x1:i,s1:T ;θθθ).
The model is trained with Negative Log-Likelihood (NLL) loss:

L(θθθ) =−1 · 1
M
· log

(
M

∏
j=1

P
(

x( j)
1:L|s

( j)
1:T ;θθθ

))
(8.12)

=−1 · 1
M
·

M

∑
j=1

L

∑
i=1

log
(
P
(

x( j)
i |s

( j)
1:T ,x

( j)
1:i−1;θθθ

))
(8.13)

This approach allows the model to learn alignment and transcription simultaneously,
with the alignment implicitly learned in the cross-attention mechanism. This design
enables a single model to handle various tasks and languages efficiently. To differentiate
between tasks, Whisper prepends a task-specific instruction to the decoder input (as
illustrated in Figure 8.2).

Whisper is available in various model sizes, ranging from 39M parameters (Whisper tiny) to
1.55B parameters (Whisper large). These models come in two variants: English-only and
multilingual, except the largest model (1.55B), which is only available in the multilingual
version. All Whisper models are trained for automatic speech recognition (ASR) and voice
activity detection, with the multilingual models are additionally trained for speech translation
and language identification.

8.2 Audio Classification

The previous section discussed several audio-foundation models, detailing their architectures
and pre-training methodologies. This section explores how these audio foundation models
can be adapted for audio classification tasks. The objective of audio classification is to
categorise input audio into predefined classes. This encompasses a diverse range of tasks,
including sound event classification [249, 282], speaker emotion detection [198, 31], and
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music genre classification [304]. Typical audio classification methods train deep learning
systems in a supervised fashion, with state-of-the-art performance recently achieved by
fine-tuning pre-trained audio foundation models on task-specific data. Additionally, zero-
shot learning approaches have also been explored, where the representations of existing
systems are adapted to new classification tasks without additional labelled data, though often
with reduced performance. The following section will discuss audio classification methods,
detailing both the supervised training and zero-shot representation matching methods.

8.2.1 Supervised Training

Similar to supervised training within NLP (§4.1.2), supervised approaches in audio classifi-
cation optimise model weights to maximise the likelihood of the training data. Let D be a
labelled audio classification dataset for a particular task:

D = {s(i)1:T ,y
(i)}M

i=1 (8.14)

where s(i)1:T represents the input audio and y(i) ∈ {ω1, ...,ωK} represents the true label of the
audio for the particular task. Let Encode(·) denote a deep learning system that takes input
audio s1:T and processes it to an audio vector representation hcls ∈ Rd . This vector2 can be
passed to a classification head, which produces the predicted output class probabilities,

hcls = Encode(s1:T ) (8.15)

P(ωk|s1:T ;θθθ) =
exp(wT

k hcls+bk)

∑
K
j=1 exp(wT

j hcls+b j)
(8.16)

where W ∈ RK×d and b ∈ RK are parameters of the classification head. Once the audio
representations h are obtained, the training objective is typically the NLL loss (which is
equivalent to cross-entropy loss):

L(θθθ) =− 1
M

M

∑
i=1

logP(y(i)|s(i)1:T ;θθθ) (8.17)

Diverse architectures have been explored for encoding the audio, with the weights either
initialised from scratch [248, 115] or using pre-trained weights [153, 92]. An example
of leveraging pre-trained weights is the approach of fine-tuning CNN-14 [153] for audio
classification. CNN-14 is a 14-layer CNN architecture in the PANNs family (Pre-trained
Audio Neural Networks) [153], systems which were trained on the large AudioSet dataset [87]

2The CLS here stands for classification, and the vector it is not associated with any CLS token.
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for the task of audio tagging. Audio tagging is a multi-label classification problem where
each audio input can be associated with multiple tags simultaneously. Hence, during pre-
training, the system uses the sigmoid activation instead of the softmax and employs the
binary cross-entropy loss. CNN-14 can then be fine-tuned for specific audio classification
tasks and has been shown to outperform models trained from scratch.

Another promising approach is to leverage the representations from large-scale ASR
foundation models such as Whisper [263]. These models, trained on vast amounts of diverse
audio data, have been shown to capture rich and generalisable audio features that can benefit
downstream audio classification tasks. For instance, Gong et al. [92] propose taking the
audio representations from various layers of Whisper and using pooling methods to obtain
compact audio representations. One pooling approach is final-layer mean pooling, where the
audio representation is obtained by averaging the encoder’s final layer output representations
across all time frames:

hcls =
1
N

N

∑
i=1

hi (8.18)

where hi represents the final-layer hidden state for frame i, and N is the number of frames in
the audio sequence.

8.2.2 Representation Matching
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Fig. 8.3 Illustration of CLAP. left: illustration the contrastive learning to align the audio and
text representations right: using CLAP for zero-shot audio classification.
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Foundation models are capable of capturing meaningful representations, both within text and
audio domains. Leveraging this capability, methods such as CLAP [62] and AudioCLIP [103]
achieve zero-shot audio classification by encoding both the audio input and the textual
descriptions and then matching the audio representation to the closest text representation,
enabling classification without prior training on specific categories. For example, CLAP [62]
uses CNN14 [153] as an audio encoder, which converts the input audio s1:T into the audio
representation hs ∈Rds ,

hs = Encodes(s1:T ;θθθ s) (8.19)

CLAP also uses BERT [51] as a text encoder to encode texts x1:L to the text representation,
hx ∈Rdx :

hx = Encodex(x1:L;θθθ x) (8.20)

The idea of representation matching is that the vector representation of the audio hs should
be close to the text representation of its description. However, measuring the similarity of
the vectors is difficult as the text and audio representations are in completely different and
unrelated spaces. Therefore, the first stage is to adapt the representations to exist in a joint
multimodal space through learnable linear projections Ws ∈Rd×ds and Wx ∈Rd×dx :

es = Wshs ex = Wxhx (8.21)

Where es is the projected audio representation and ex is the projected text representation.
Given a batch B of audios and matched text classes, B = {(s(i)1:T ,x

(i)
1:L)}M

i=1, the parameters of
the models and projection layers, θθθ = [θθθ x;θθθ s;Wx;Ws], can be learned using a contrastive
learning loss where the distance between paired representations is minimised while the
distance between all other pairs is maximised:

L(θθθ) =− 1
2M

M

∑
i=1

log

 exp
(

e(i)s · e
(i)
x

)
∑

L
j=1 exp

(
e(i)s · e

( j)
x

)
+ log

 exp
(

e(i)x · e
(i)
s

)
∑

L
j=1 exp

(
e(i)x · e

( j)
s

)
 (8.22)

CLAP is trained on 128,010 audio-text pairs from four distinct datasets. Another zero-shot
approach, AudioCLIP [103], extends CLIP to align audio embeddings with other modalities
rather than using BERT and CNN-14. This is achieved by introducing an audio processing
head and performing similar contrastive learning on AudioSet [87]. Both approaches enable
zero-shot solutions for new tasks without requiring retraining. This is accomplished by
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selecting label word sequences that reflect the desired classes and then identifying the class
with the highest similarity to the audio embedding, as illustrated in Figure 8.3.

8.3 Zero-Shot Classification with ASR Foundation Models

The previous section discussed audio classification methods, covering both supervised
training and representation-matching approaches. While representation-matching methods
such as CLAP [62] and AudioClip [103] can seemingly adapt to new, unseen tasks, these
models were trained on extensive large-scale audio tagging and/or audio description datasets
and then evaluated on similar audio-tagging and audio classification tasks. One may therefore
question whether the approach can generalise to tasks less similar to the pre-training tasks,
and whether the approach is zero-shot.

In light of these limitations, we propose an alternative zero-shot audio classification
approach. Our method draws inspiration from NLP, where foundation models trained on vast
text data demonstrated emergent capabilities [30]. These systems, which were not instruction-
tuned, could be adapted to tasks dissimilar to the training task and still demonstrate abilities
in unseen tasks [80, 286, 265]. Current ASR foundation models are trained on vast quantities
of data and generalise well to new domains, mirroring earlier NLP foundation models. This
section, therefore, proposes a method to leverage existing ASR foundation models for unseen
audio classification tasks without training or updating any parameters, achieved through a
novel form of prompting.

8.3.1 Zero-shot ASR prompt-classifiers

Fig. 8.4 ASR foundation models are leveraged for zero-shot audio classification by prompting
the decoder to calculate the log-likelihood of label sequences associated with each class. The
log-likelihood for each class is converted to probabilities and post-processed to a predicted
class. This process is displayed for Whisper.
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Recall that for NLP prompt-based classifiers (§4.1.3), the LLM output probability of a given
label word is used as the classification probability. The input text xxx = x1:L is formatted in a
prompt template P , and the probability of generating the respective label word zk is assumed
to be proportional to the probability associated with class ωk,

P(ωk|xxx,P,z1:K;θθθ) =
Plm(zk|P(xxx);θθθ)

∑
K
j=1Plm(z j|P(xxx);θθθ)

(8.23)

ASR systems differ from language models and do not use textual inputs. Instead, given an
input audio s1:T , the ASR system autoregressively calculates the probabilities associated
with a particular output text sequence x1:L, P(x1:L|s1:T ;θθθ). Hence, for zero-shot audio
classification, instead of templating the input, we alternatively propose to template the
outputs. Given K classification classes, Y = {ω1, . . . ,ωK}, and respective text descriptions
of each class, {zzz1, . . . ,zzzK}, the probability an audio s1:T is associated to class ωk can be
proportional to the ASR probability of generating the textual description of the class:

P(ωk|s1:T ,zzz1:K;θθθ) =
P(zzzk|s1:T ;θθθ)

∑
K
j=1P(zzz j|s1:T ;θθθ)

(8.24)

The label sequences zzz1:K are generated using a common template P(ωk) for all classes. For
example, the template could be “This is a sound of _”, where the blank is filled with
the class name of ωk. We refer to this template as the ’prompt’, which is applied uniformly
across all classes to create the label sequences. The zero-shot audio classification prompting
process is depicted in Figure 8.4.

This approach may rely on leveraging the implicit acoustic-semantic associations learned
from the ASR training domain. For instance, events such as a dog barking may have corre-
sponding captions describing the action or other individuals present in the scene commenting
on the sound. Given that the model must learn sound-class associations from labels derived
from the supervised ASR transcripts, this may also raise questions on whether the approach
can be considered truly zero-shot. However, given the extensive, diverse, and heterogeneous
ASR training data used, these learned associations may generalise across a broad spectrum of
tasks, and this approach is arguably more “zero-shot” than existing “zero-shot” approaches
which use supervised training on a highly related task.

8.4 Debiasing Predictions

Section 6.5.1 demonstrated that large language models (LLMs) are prone to common-word
bias, where frequently occurring words in training data overly influence the LM probabilities,
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causing the prompt-based classifier to have an implicit class bias. ASR systems may face
similar challenges, where uncommon terms have lower associated probabilities and, therefore,
cause an implicit bias when used in our proposed zero-shot prompting approach. This section
provides a brief discussion of bias in audio-processing tasks and then explores how the
reweighting approaches from Section 6.3 can be applied to zero-shot audio classifiers.

8.4.1 Bias and Class Imbalance in Audio-Processing tasks

Bias is prevalent in many audio processing tasks. One example is within ASR; domain-
specific terms may often appear infrequently in the training data, leading to lower probabilities
during evaluation and omission from the predicted transcript. Contextual ASR [257, 353]
addresses this issue typically by using bias lists, lists of context-specific terms that may be
common in the evaluation domain but rare or missing in the training data. Incorporating
these terms can be done by deep biasing, where the training is modified to use the context
lists as a secondary input [73], e.g. converting the bias list to a context vector which guides
the decoder’s attention [257]. Alternatively, shallow fusion adjusts the final probability
distribution by adding scores to words from the external bias list model, typically applied
without retraining the model [353, 73]. Both methods aim to improve ASR performance
on domain-specific or rare terms, thereby reducing bias that arises from domain mismatch
between training and evaluation data.

Beyond ASR, several audio classification datasets can suffer from label imbalance, which
may cause class bias and poor performance in the underrepresented classes. For example, the
aim of speech emotion recognition (SER) is to identify the emotions expressed from speech
patterns [289], e.g. happiness, anger, sadness, or frustration. However, for natural speech
data, neutral samples are much more common than emotionally expressive ones, which
results in the neutral emotion being overrepresented in many SER datasets. To overcome
the resulting class imbalance, data augmentation techniques often synthetically augment
the training data to increase the diversity of emotions present in the training data [33].
Alternatively, alternate evaluation metrics, such as average recall or the F1-score, can be
used to give more balanced importance to underrepresented categories, providing a fairer
assessment of model performance than traditional accuracy metrics [135].

8.4.2 Debiasing via Reweighting

This section considers how we may be able to adjust for and mitigate any systematic class
bias that may arise in the zero-shot audio classifier. The debiasing approach will largely
follow the reweighting debiasing approach used for the NLP prompt-based classifiers (§6.3).
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In the reweighting debiasing approach, a set of weights ααα = [α1:K] can be introduced to
rescale the class probabilities,

P(ωk|s1:T ,zzz1:K,ααα;θθθ) =
αkP(ωk|s1:T ,zzz1:K;θθθ)

∑
K
j=1 α jP(ω j|s1:T ,zzz1:K;θθθ)

(8.25)

The weights ααα can be selected to correct for any systematic class bias of the system. As
discussed in Section 6.3, the weights can be optimised depending on the data availability.
Given a dataset D = {(s(i)1:T ,y

(i))}M
i=1, one can find the weights that maximise the accuracy,

ααα
∗ = argmax

ααα

(
1
M
·

M

∑
i=1
1
(
y(i) = argmax

y∈Y
P(y|s1:T

(i),zzz1:K,ααα;θθθ)
))

(8.26)

However, this approach requires labelled data. Alternatively, the weights can be selected to
equalise any implicit class priors that may manifest due to the selection of label sequences
zzz1:K . The unsupervised ‘prior-matching’ approach (6.3.2) aims to ensure that the implicit
class prior is uniform across all classes,

ᾱαα = argmin
ααα

K

∑
k=1

∣∣∣∣P(ωk|zzz1:K,ααα;θθθ)− 1
K

∣∣∣∣ (8.27)

where here P(ωk|z1:K,ααα;θθθ) is marginalised over the audios, approximated using available
unsupervised data,

P(ωk|P,z1:K,ααα;θθθ)≈ 1
M

M

∑
i=1

P(ωk|s1:T ,zzz1:K,ααα;θθθ) (8.28)

The final approach was the data-free approximation, which used no data. For NLP, we demon-
strated that the prior matching approach could be approximated using a null input (§6.3.3).
In text classification tasks, the null input was an informative text with no information, e.g. an
empty string or the input ‘N/A’ [355]. For speech-based systems, these text-based null-inputs
are not applicable. Therefore, as the null-input3 /01:T , we propose using acoustic features
generated from synthetic Gaussian white noise with σ = 1. Using the same approximations
as in Section 6.3.3, ᾱαα can be estimated following:

ᾱk ≈
1

Es1:T [P(zzzk|s1:T ;θθθ)]
≈ 1

P(zzzk| /01:T ;θθθ)
(8.29)

3the length of the null input sequence, T , can be set to the average length of the audios for the task
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That is, the weights ᾱk are proportional to the probability of the ASR system generating each
respective label sequence zzzk when given the null input.

8.5 Experiments

The experiments in this section investigate whether the ASR foundation models discussed in
Section 8.1 can be effectively prompted for zero-shot audio classification. We also examine
whether the approach is affected by label word bias, a phenomenon which was observed
when prompting NLP foundation models. Additionally, this section explores bias mitigation
approaches through reweighting (§8.4.2) and whether unsupervised prior-matching, which
was effective for NLP tasks, can enhance task performance for zero-shot audio classification.

Datasets

To evaluate the zero-shot audio classification capabilities of ASR foundation models, we
select a diverse range of 8 audio classification datasets that span 6 different tasks. These
tasks cover a broad spectrum of audio classification challenges, each assessing distinct forms
of audio classification. The tasks and corresponding datasets are as follows:

• Sound Event Classification (SEC): The aim of SEC is to detect and identify specific
auditory events within an audio clip. Two SEC datasets are used: First, ESC50 [249],
which comprises 50 distinct environmental sounds, including natural phenomena
(e.g., rain, sea waves), human non-speech sounds (e.g., crying baby) and exterior
urban noises (e.g. helicopter). The second dataset, UrbanSound8K [282], focuses
exclusively on 10 distinct urban environments (e.g., sirens, car horns, drilling).

• Acoustic Scene Classification (ASC): The objective of ASC is to identify the overall
acoustic environment of an audio clip. For ASC, the TUT2017 dataset [216] is used,
which features 15 acoustic scenes spanning both outdoor (e.g., city centre, beach, forest
path) and indoor environments (e.g., metro station, library, home).

• Vocal Sound Classification (VSC): This task involves identifying non-verbal human
vocal sounds. For this task, the Vocal Sound [93] dataset is used, which contains 6
distinct human vocal sound categories (e.g., laughter, crying, coughing).

• Speech Emotion Recognition (SER): The goal of SER is to detect and classify emotions
conveyed in speech by analysing vocal features like tone, pitch, and energy. Two SER
datasets are used, RAVDESS [198] and CREMA-D [31], which contain speakers
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expressing 8 and 6 different common emotions, respectively, such as happiness, sadness
and anger.

• Music Genre Classification (MGC): The objective of MGC is to distinguish between
audios of different musical styles and identify the music genre. Here the GTZAN
[304] dataset is used, which has 10 different music genres covering styles such as
classical, jazz and rock.

• Speaker Counting (SC): This task assesses the model’s capability to determine the
number of distinct speakers in a given audio sample. For SC LibriCount [303] is used,
which features audio clips with varying speaker counts from 0 to 10.

Complete dataset statistics, including the number of samples, duration of audio clips, and
class distribution, are outlined in Table 8.1. Five of the datasets are balanced over the classes
(ESC50, TUT2017, Vocal, GTZAN, and LibriCount), while the other three have slightly
imbalanced distributions (as illustrated in Figure 8.5). These tasks and datasets allow for
a comprehensive evaluation of the ASR foundation models’ zero-shot audio classification
capabilities across diverse tasks.

Task Dataset Utts Avg. Dur. K

SEC
ESC50 2,000 5.0 50
UrbanSound8K 8,732 3.6 10

ASC TUT2017 1,620 10.0 15

VSC Vocal Sound 3,594 5.0 6

SER
RAVDESS 1,440 3.7 8
CREMA-D 7,442 5.0 6

MGC GTZAN 1,000 30.0 10

SC LibriCount 5,720 5.0 11

Table 8.1 Test set statistics, displaying the total number of test utterances, the average duration
of each audio sample (in seconds), and the number of classes K.
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Fig. 8.5 Class distributions for audio classification datasets with non-uniform distributions.
Each coloured segment represents the fraction of samples associated with a particular class.

ASR Foundation Models

Two families of ASR foundation models are investigated: Whisper and MMS, which have
different architectures and training routines and represent the most capable open-source ASR
foundation models at the point of conducting experiments. As described in Section 8.1.3,
Whisper [263] is an encoder-decoder ASR system trained on weakly supervised transcripts.
We investigate the larger Whisper models: Whisper medium.en (769M parameters) which
is English-only, Whisper medium (769M parameters) which is multilingual and Whisper
large-v2 (1.6B parameters) which is also multilingual. We also investigate MMS [255]
(§8.1.2), an encoder-only ASR system with 965M parameters, which is a Wav2Vec 2.0
system fine-tuned using a CTC loss.

Zero-shot Prompting Set Up

Task Prompt

SER The speaker is feeling class_label.
MGC This is an audio of class_label music.
SC In the audio, class_label people are speaking.
others This is a sound of class_label.

Table 8.2 Manually designed prompts used for each task. The bottom prompt is used for
SEC, ASC and VSC.

The prompt templates used to create the label sequences for each class are shown in Table 8.2,
adapted from the prompts used by Elizalde et al. [62]. The output probabilities are converted
to class probabilities using three methods (§8.4.2):
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• uncalibrated: the base probabilities by assuming the class probabilities are propor-
tional to the associated ASR probabilities.

• prior-matched: this approach uses prior-matching, where we find the weights that
result in a uniform marginalised class distribution. Similar to Section 6.5.1, we
calculate the weights over the entire batch of test data (without access to any of the
labels).

• null-input: the data-free null-input approximation, where synthetic clips of Gaussian
white noise (with a variance set to 1) are generated and used to estimate the values of
ααα . The synthetic clips are generated to have the same average duration as the task’s
clips.

The output ASR likelihoods are converted to probabilities using our proposed zero-shot audio
classifier (§8.3) and rescaled using each of the above methods.

Baselines

We baseline performance against CLAP and AudioClip (§8.2.2). CLAP aligns a pre-trained
text encoder with a pre-trained audio encoder using contrastive learning. BERT [51] is
used as the text encoder, and CNN-14 [153] as the audio encoder. The model is trained
using a sound event classification dataset and three audio captioning datasets. AudioCLIP
[103] follows a similar approach, but instead of BERT and CNN-14, extends CLIP to also
incorporate the audio modality by introducing an audio head and performing contrastive
learning on AudioSet [87] to align the audio embeddings with the other modalities.
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8.5.1 Impact of Class Bias

Model ESC50 US8K TUT Vocal RAVDESS CREMA-D GTZAN LibriCount

Uniform 3.91 2.30 2.71 1.79 2.08 1.79 2.30 2.40
Whisper medium.en

Uncalibrated 2.73 1.32 0.68 1.41 0.22 0.62 0.92 0.56
Null-Input 3.16 1.73 2.01 1.61 1.28 0.00 0.04 1.57
Prior-matched 3.86 2.28 2.61 1.79 2.02 1.78 2.23 2.38

Whisper large-v2
Uncalibrated 3.15 1.76 0.76 1.34 0.22 0.56 1.38 0.18
Null-Input 3.29 2.04 2.13 1.50 0.62 0.27 1.78 1.42
Prior-matched 3.89 2.29 2.67 1.79 2.02 1.78 2.27 2.30

Table 8.3 Entropy of the distribution of the predictions when Whisper medium.en and
Whisper large-v2 are prompted for various audio classification datasets.

The initial experiments investigate whether prompting ASR foundation models for audio
classification (§8.3) results in any significant class bias that may impact task performance.
To examine this, Table 8.3 presents the entropy of the resulting class distribution of the
predictions from Whisper medium.en and Whisper large-v2. The top row shows the entropy
if the decisions are uniform across all classes.

The table demonstrates that the standard ‘uncalibrated’ approach results in non-uniform
distributions where the models have strong preferences towards particular classes. For
instance, when applied to ESC50, Whisper medium.en has an entropy of 2.73, which is
lower than the entropy of a uniform distribution, 3.91. The resulting class imbalance can be
visualised in Figure 8.6, which presents the distribution of Whisper large-v2 predictions for
RAVDESS, GTZAN and Vocal. The figure reveals that the resulting predicted distribution
can be significantly imbalanced, with classes such as ’sad’ dominating for RAVDESS, or
‘rock’ for GTZAN.

However, prior-matching, as intended, mitigates the resulting class bias and yields a near-
uniform distribution over the classes, as seen in Figure 8.6. This is further evident from Table
8.3, where the resulting entropies are similar to those from the uniform distribution. The null-
input approach can mitigate the bias and result in more balanced predicted distributions, but
unlike in the experiments of Section 6.5.1, the approach is less stable and doesn’t consistently
adjust the prior in the desired direction.
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Fig. 8.6 Class distributions of predictions made by Whisper large-v2 across various datasets.
The bar width is proportional to the fraction of decisions assigned to each class.
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8.5.2 Zero-Shot Audio Classification Performance

Model ESC50 US8K TUT Vocal RAVDESS CREMA-D GTZAN LibriCount Avg.

Baselines
Random 2.0 10.0 6.7 16.7 12.5 16.7 10.0 9.1 10.4
AudioCLIP 69.4 65.3 - - - - - - -
CLAP 82.6 73.2 29.6 49.4 16.0 17.8 25.2 17.9 39.0

Uncalibrated
MMS large 1.7 9.6 4.9 14.2 13.5 17.2 8.3 8.4 9.7
Whisper medium.en 27.9 39.5 7.2 59.0 15.3 20.9 15.2 8.2 24.2
Whisper medium 29.7 45.8 7.5 44.6 16.7 19.9 28.4 9.4 25.2
Whisper large-v2 38.9 50.5 7.7 60.1 15.1 20.2 38.2 9.2 30.0

Null-Input
MMS large 2.4 12.6 7.9 13.0 12.7 17.0 14.9 11.9 11.5
Whisper medium.en 36.8 45.8 20.0 68.9 17.2 20.4 10.0 8.9 28.5
Whisper medium 38.3 47.1 15.9 63.0 16.2 20.4 18.6 16.4 29.5
Whisper large-v2 43.8 53.2 22.1 62.4 20.4 18.8 50.8 15.0 35.8

Prior-matched
MMS large 2.4 10.9 7.6 11.5 12.2 17.2 10.5 11.5 10.5
Whisper medium.en 56.2 60.9 18.3 82.8 29.0 22.6 29.7 9.8 38.7
Whisper medium 57.5 61.6 25.2 82.4 35.0 25.9 48.6 16.3 44.1
Whisper large-v2 65.4 60.4 26.0 84.9 41.7 28.8 60.9 17.3 48.2

Table 8.4 Baseline and zero-shot task performance using the audio prompts.

The next experiments examine the accuracy of ASR foundation models when prompted for
zero-shot audio classification. Table 8.4 presents the accuracy of Whisper and MMS for
various audio classification datasets, comparing their performance to random performance
and the relevant zero-shot baselines. The table demonstrates that ASR foundation models
can achieve above-random performance when prompted zero-shot for audio classification.
All Whisper models achieve above-random accuracies on all tasks apart from LibriCount
(which is a very challenging task and requires the model has to count the number of speakers
in a clip). The Whisper models achieve average accuracies of 24.2%, 25.2% and 30.0%,
significantly higher than the average random performance of 10.4%. MMS, however, proves
ineffective for zero-shot audio classification. This can be attributed to the fact that MMS
is trained with the CTC loss, where the model learns to independently map the acoustic
features of each frame to characters. This may restrict the model to only capture frame-level
features and not more global properties of the audio input. In contrast, Whisper’s attention
mechanism enables it to attend to the entire input sequence, allowing it to capture high-level
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audio information across the input. Given these findings, any subsequent analysis will only
focus on Whisper’s zero-shot audio classification capabilities.

Further applying prior matching, which only requires unlabelled data, can result in
substantial performance improvements across all tasks. For example, Whisper large-v2
achieves an accuracy of 65.4% with prior matching on ESC50, considerably higher than
its uncalibrated performance of 38.9%. For tasks such as RAVDESS, the model initially
appears to be not particularly capable, achieving an accuracy of 15.1%, only marginally
above random performance of 12.5%. However, with prior matching, the same model can
achieve an accuracy of 41.7%, highlighting that for many tasks, the class bias can potentially
mask the model’s true capabilities, but debiasing methods such as prior-matching can reveal
more competitive performance.

Notably, zero-shot prompting of Whisper-large-v2 with prior matching outperforms
CLAP in average accuracy. Despite CLAP being fine-tuned on sound event classification
and audio captioning datasets, tasks similar to ESC50 and US8K, Whisper-large-v2 with
zero-shot prompting and prior-matching surpasses CLAP by an average of 9.2%. This
average accuracy includes the accuracy of ESC50 and US8K, and prompting Whisper results
in consistent and substantial improvements across most out-of-domain tasks.

While prior matching requires unlabeled test data and is thus inapplicable to single
or few-sample classification scenarios, the null-input approximation offers an alternative
zero-resource debiasing approach. This method uses Gaussian noise to approximate the
marginalised class prior. Null-input debiasing improves model performance by an average of
4.3%, 4.3%, and 5.8% for Whisper-medium.en, Whisper-medium, and Whisper-large-v2,
respectively. These improvements indicate the potential of null-input methods for data-free
calibration. However, unlike NLP applications, where null-input debiasing resulted in similar
performance to prior-matching, there is a considerable performance gap between the two
approaches in the audio domain. This disparity suggests that the null-input approximation
may not accurately estimate the underlying marginalised class distribution in audio tasks.
One possible explanation is that purely Gaussian noise does not truly mimic a neutral or
“silence” scenario. Instead, it may inadvertently resemble static or certain natural background
sounds (e.g., wind, hissing), thereby skewing the model’s prior distribution in unanticipated
ways.

8.5.3 Robustness to Prompts

The preceeding results demonstrated that Whisper can be effectively prompted for zero-shot
audio classification, with prior-matching serving as a crucial technique to mitigate class bias
and achieve competitive performance. In the realm of NLP, the performance of prompted
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models is known to be sensitive to the prompts selected [360, 297]. The experiments in
this section investigate whether Whisper displays similar prompt sensitivity in the audio
domain. In the context of prompting Whisper, the ‘prompt’ refers to the template applied to
the different classes, which is subsequently used to calculate corresponding ASR likelihoods.
Tables 8.5 and 8.6 present the accuracies when using for various prompts, utilising Whisper
large-v2 with prior-matching. The first prompt represents the default configuration used in
the main experiments. Prompts 2-4 contain only the class label, which may resemble how
sounds and actions would appear in video captions. While prompts 5-9 were generated by
instructing ChatGPT to paraphrase prompt 14.

The results reveal that while zero-shot prompting can be effective across various prompts,
there is considerable prompt sensitivity. Accuracy fluctuations are observed to be as high as
25%, 20%, and 15% for ESC50, RAVDESS, and Vocal datasets, respectively. An interesting
observation is that although prompts 2-4 more closely resemble the type of captions that are
likely to appear in the ASR decoding task, on average, the natural language prompts 5-9
demonstrate better performance for the SER datasets (RAVDESS, CREMA-D). This finding
suggests that the zero-shot capability extends beyond mere ASR task transfer, indicating the
emergence of more sophisticated task abilities acquired during pre-training.

Prompt # Text ESC50 US8K TUT Vocal

1 This is a sound of class_label. 65.4 60.4 26.0 84.9

2 class_label 48.6 54.8 15.7 60.1
3 (class_label) 68.0 65.5 21.3 86.3
4 [class_label] 64.3 64.2 16.1 85.9

5 Listen to the sound, it’s called class_label. 50.3 56.5 16.0 81.7
6 The noise you hear is from the category class_label. 54.6 55.1 19.3 79.7
7 This is what we call class_label sound. 45.3 55.7 26.7 69.5
8 Identify this noise as class_label. 46.6 52.8 13.6 81.6
9 This sound belongs to the group class_label. 41.4 57.0 15.0 76.1

10 Ensemble of Prompts 67.1 67.6 25.2 87.3

Table 8.5 Prompt sensitivity for Sound Event Classification (SEC), Vocal Sound Classification
(VSC) and Acoustic Scene Classification (ASC). Accuracies for Whisper large-v2 using
prior-matching.

4using the instruction: “Please paraphrase the given prompt five times using simple language:”
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Prompt # Prompt RAVDESS CREMA-D

1 The speaker is feeling class_label. 41.7 28.8

2 class_label l 20.7 18.1
3 (class_label) 33.1 35.3
4 [class_label] 32.6 26.6

5 The person talking feels class_label. 38.5 29.6
6 The speaker is experiencing class_label emotions. 20.8 20.5
7 The person speaking is in a class_label mood. 29.9 27.4
8 The speaker’s emotion is class_label. 33.6 25.1
9 The person talking is filled with class_label feelings. 39.7 33.0

10 Ensemble of Prompts 44.0 33.1

Table 8.6 Prompt sensitivity for Speech Emotion Recognition (SER). Accuracies for Whisper
large-v2 using prior-matching.

8.6 Chapter Summary

This chapter explored prompting to ASR foundation models for zero-shot audio classification.
Though trained for ASR and translation tasks, Whisper exhibited impressive emergent
classification performance that outperformed existing zero-shot approaches such as CLAP.
Further, the zero-shot prompted systems were highly sensitive to the selected label word
sequence, and a crucial element of achieving competitive performance was applying the
reweighting debiasing methods applied in Chapter 6, and in particular prior-matching. This
highlights the generalisability of our proposed weight debiasing method, which proves
effective across different tasks, domains and modalities.





Chapter 9

Conclusion

The thesis investigated spurious correlations and bias in text-based foundation models, deriv-
ing methods of identifying and assessing bias, as well as methods to mitigate their influence.
We further introduce LLM comparative assessment, a novel way of leveraging LLMs for
zero-shot text assessment, as well as considerations of positional bias and extensions to make
the approach more computationally practical. We also briefly consider the audio domain, and
consider label-word bias for newly proposed zero-shot audio classifiers. This final chapter
concludes the thesis and provides a review of the major contributions, as well as a brief
discussion of possible limitations and continuations for future work. A breakdown of the
contributions for each chapter is discussed next.

9.1 Review of Contributions

Chapter 5 investigates the spurious correlations that may arise when NLP foundation models
are applied to tasks within the pre-train and fine-tuning paradigm. Existing work typically
either focuses on artificially injecting spurious correlations and identifying their impact or
highly restricts the feature space by only analysing simple word-level spurious correlations.
We extend this analysis by considering spurious features derived from a richer feature space.
By only extracting stopwords from the input text, which ensures that any derived feature is
unrelated to the classification tasks of interest, we propose a novel spurious feature that may
appear informative for the training data but is designed to be uninformative for the task. Our
analysis demonstrates that models trained in a standard manner on various NLP tasks can
achieve accuracies above random chance when given only the spurious shuffled stopword
feature. This provides evidence that these NLP systems are highly capable of learning
relationships that exhibit correlations in the training domain, including some that are clearly
spurious. Although this form of spurious stopword correlations represents just one of many
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possible spurious correlations, we show that models trained in standard settings learn the
arbitrary stopword spurious correlation. We further provide insight into the impact of these
correlations on real systems when applied out-of-domain and corroborate the finding that
pre-training results in better robustness, with our experiments demonstrating that pre-trained
systems are less susceptible to relying on spurious correlations.

In addition to extending the analysis of spurious correlations in NLP tasks, we also pro-
pose the concept of spurious questions: questions that test-takers can answer while bypassing
the assessed attribute. We train ‘shortcut’ systems that do not have access to the passage
when performing reading comprehension, and although reading comprehension should not
be possible without the context, we demonstrate that these systems can achieve accuracies
of over 50%. To the best of our knowledge, this is the first work to leverage such shortcut
systems to identify potentially compromised questions that may not require comprehension,
presenting a practical application of our spurious analysis. Through human evaluation, we
further illustrate that our novel metrics of ‘effective number of options’ (ENO) and ‘mutual
information’ can be useful for capturing aspects of question quality. Further, questions with
the highest ENO could be answered correctly over 90% of the time by human test-takers
who did not have access to the context.

Chapter 6 discusses the bias present in zero-shot LLMs and introduces possible mitigation
schemes. This chapter makes the contribution of extending null-input calibration by propos-
ing different weight optimization approaches based on data availabilities and formalising the
reweighting debiasing approach. To the best of our knowledge, we are the first to propose us-
ing prior-matching for zero-shot classifiers and demonstrate that the method yields significant
performance improvements and better robustness across many different NLP classification
tasks. We show that prior-matching achieves performance similar to using the oracle optimal
weights and can result in performance boosts of up to 30%, as seen on SNLI and MNLI. We
further draw connections between existing data-free approaches [355] and prior-matching,
demonstrating that the null-input approach can be interpreted as a data-free approximation of
prior matching.

Furthermore, this chapter provides one of the first works to comprehensively analyse
permutation bias across various multiple-choice tasks, and demonstrate the level of permuta-
tion bias across various models and datasets. To evaluate the level of permuation bias, we
propose novel metrics, positional bias and permutation sensitivity, which better capture the
bias than existing coarse metrics used by concurrent work. We also establish the effectiveness
of permutation debiasing, which can result in performance improvements of up to 10% for
models with significant position bias (such as Llama2).
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Additionally, to overcome the computational costs associated with permutation debiasing,
we introduce a framework to train efficient debiased students without the factorial (K!) costs
associated with permutation debiasing. We show how both distillation and error-correction
students can enable efficient, better performing and less biased predictions. Notably, we
demonstrate that the error-correcting student, which uses and corrects only a single decision
from the block box teacher, leads to a system with a better understanding of the teacher’s
systematic bias and provides less positionally biased predictions.

Chapter 7 introduces LLM comparative assessment, a novel method of using instruction-
following LLMs for text quality assessment. We are the first work to investigate leveraging
LLM judges to make pairwise decisions for NLG evaluation. We provide a comprehensive
study considering a range of LLM judges, NLG tasks, and assessment attributes, demon-
strating that LLM comparative assessment is more effective than prompt scoring when using
moderately-sized LLMs (3B-13B parameters). Furthermore, LLM comparative assessment
can achieve performance competitive with other state-of-the-art approaches; comparative
assessment using a 3B LLM can achieve performance that is better than prompt-scoring
when using LLMs with orders of magnitude more parameters. We also analyse the approach
extensively, showing the impact of positional bias on the reliability of individual pairwise
decisions. However, similar to multiple-choice question answering, we find that permutation
debiasing, averaging the results across both permutations, is an effective debiasing approach
that results in better agreement with human judgements.

Moreover, to address the computational concerns of LLM comparative assessment, we ex-
tend the approach to settings where only a subset of comparisons are used. We introduce the
PoE framework for LLM comparative assessment, which provides a theoretical framework to
effectively combine information from many different comparisons. We empirically show that
the PoE framework of comparative assessment results in faster convergence to the system’s
best performance (when all comparisons are used) while scaling linearly with the number
of candidate texts (rather than quadratically, like in standard comparative assessment). The
contributions in these sections are essential for enabling comparative assessment to be a
practical approach in real-world applications involving many texts to be assessed and ranked.
Within the framework, we consider several expert variants and present the Gaussian expert
(which has a closed-form solution), the soft-BT expert (which offers the best performance
but requires an iterative optimisation algorithm), as well as experts that directly account for
positional bias (enabling improved performance in regions with very few comparisons).



204 Conclusion

Finally, Chapter 8 extends the zero-shot debiasing approaches to the speech modality. Our
main contribution in this chapter is introducing a novel form of zero-shot audio prompting
that generalises across a wide range of tasks. Unlike existing zero-shot methods—which
rely on representation matching trained on similar audio tagging tasks and thus have limited
performance for larger task shifts—our zero-shot audio prompting uses the associated ASR
likelihood probabilities of relevant audio labels. We show that this approach achieves
reasonable performance across diverse general audio classification tasks. However, we find
that it is heavily impacted by label word bias, where the resulting class priors can be highly
skewed towards particular classes depending on the chosen class words. By applying the
same reweighting approaches described in Chapter 6, our zero-shot prompting method can
surpass existing state-of-the-art audio classification performance across a wider range of
tasks, highlighting the applicability of previous debiasing analyses.

9.2 Limitations and Future Work

• In our work, spurious correlations can only be identified for predefined candidate
features (e.g., stopwords) or shortcut tasks (e.g., world knowledge). However, our
approach cannot uncover unknown spurious correlations that a model might learn
implicitly. For instance, models may exploit other syntactic patterns that have not been
considered, and our work does not provide interpretability into the features a model
may be using or whether they are spurious. Future work could investigate developing
automated methods to detect emergent spurious correlations in trained models, such as
using feature attribution techniques or adversarial probing.

• Although we demonstrate that proficient candidates can exploit the world knowledge
shortcut, exams typically target a specific proficiency level where candidates can be
validly assumed to have gaps in their world knowledge, making them unable to exploit
the shortcut. Additionally, while metrics like ‘effective number of options’ (ENO)
and ‘mutual information’ highlight questions answerable without context, they do not
capture other critical aspects of question quality, such as ambiguity, cultural bias, or
alignment with educational objectives. Future work could aim to build a more compre-
hensive automatic question quality analysis framework that incorporates evaluation of
other question properties, such as discrimination, difficulty, and grammatical accuracy.

• In our work, we proposed the prior matching debiasing and the null-input debiasing
approaches. A drawback of prior-matching is that it requires data (albeit without
labels) and a larger batch of data to be available simultaneously. However, unlabelled
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data may not always be accessible, and in cases where individual examples need to
be classified, prior-matching is inapplicable. Additionally, prior-matching assumes
that the class prior should be uniform, which may not apply to tasks with underlying
class imbalances (e.g., fraud detection). Although null-input debiasing is unsupervised,
it performs significantly worse than prior-matching. Future work could therefore
explore alternative unsupervised optimization approaches that cater to different base
assumptions or propose adaptive reweighting schemes that estimate task-specific priors
from unlabelled data.

• Our experiments focused on zero-shot prompting and did not explore few-shot prompt-
ing, which would likely yield improved performance. This limitation was due to the
constraints of the models used, which were state-of-the-art at the time of conducting
the experiments but had insufficient input size to accommodate multiple examples
effectively. With the advent of newer models capable of handling input lengths of
up to 128k tokens, a more comprehensive investigation into few-shot learning could
be conducted. This would include examining its impact on performance, positional
biases, and new biases such as how the labels of the few-shot examples influence
model behaviour. Future work could leverage these advancements to better understand
the trade-offs between zero-shot and few-shot prompting, particularly in terms of
performance, computational cost, and generalization. Additionally, exploring the role
of example selection and prompt design in few-shot settings could provide further
insights into optimizing model performance while mitigating biases.

• The Product of Experts framework for comparative assessment achieves its best perfor-
mance when probabilities from the LLM are available. However, for some black-box
APIs (e.g., GPT-4), these probabilities are inaccessible, leading to slower convergence
and a higher number of required sampled comparisons. Future work could focus
on developing methods to estimate uncertainty levels even without access to output
probabilities. This could involve prompting the LLM to provide confidence estimates
alongside its outputs or training lightweight surrogate models to approximate LLM
confidence scores without requiring full access to logits. Additionally, while current
comparative assessment decisions are binary, selecting which text is better, future work
could explore ternary methods that incorporate an ‘uncertain’ or ‘tie’ option.

• While our work addresses positional bias through permutation-based debiasing in com-
parative assessment, it does not account for other potential biases that may influence
decisions, such as preferences for verbose responses, writing styles, or length-based
heuristics. The current approach assumes that positional bias is the primary confound-
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ing factor in comparative assessment, potentially overlooking how these other biases
may interact with or compound positional effects. Additionally, our analysis does
not investigate how different model architectures or pre-training strategies might have
different preferences that may result in unfair assessments. Future work could explore
how these additional biases manifest across models and tasks, and develop more com-
prehensive debiasing techniques that address multiple sources of bias simultaneously.
This could include designing multi-faceted evaluation frameworks that account for
stylistic preferences, response length, and other latent factors, as well as studying the
interplay between model architecture, training data, and assessment fairness.

9.3 Additional Publications

The following are additional publications, accepted at peer-reviewed conferences and done in
collaboration with others during the course of my PhD, which were omitted from the thesis:

• [202] P. Manakul, A. Liusie, and M.J.F Gales. “MQAG: Multiple-choice Question
Answering and Generation for Assessing Information Consistency in Summariza-
tion.” Proceedings of the 13th International Joint Conference on Natural Language
Processing and the 3rd Conference of the Asia-Pacific Chapter of the Association for
Computational Linguistics (Volume 1: Long Papers). (AACL 2023)

• [203] P. Manakul, A. Liusie, and M.J.F Gales. “SelfCheckGPT: Zero-Resource Black-
Box Hallucination Detection for Generative Large Language Models.” Proceedings of
the 2023 Conference on Empirical Methods in Natural Language Processing. (EMNLP
2023)

• [221] P. Molenda, A. Liusie, and M.J.F Gales. “WaterJudge: Quality-Detection Trade-
off when Watermarking Large Language Models.” Findings of the Association for
Computational Linguistics: NAACL 2024. (NAACL 2023 findings)

• [69] Y Fathullah, P. Radmard, A. Liusie, and M.J.F Gales. “Who Needs Decoders?
Efficient Estimation of Sequence-Level Attributes with Proxies.” Proceedings of
the 18th Conference of the European Chapter of the Association for Computational
Linguistics (Volume 1: Long Papers). (EACL 2024)

• [269] V. Raina∗, A. Liusie∗, and M.J.F Gales. “Is LLM-as-a-Judge Robust? Investigat-
ing Universal Adversarial Attacks on Zero-shot LLM Assessment”, Proceedings of the
2024 Conference on Empirical Methods in Natural Language Processing: (EMNLP
2024)
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Appendix A

A.1 Product of Experts

A.1.1 Form of the Gaussiam PoE Score Distribution

To determine p(s|C1:K) given P(W̃s|C1:K) =N
(
W̃s; µ̃µµ, Σ̃ΣΣ

)
, one can expand the expression

and isolate all terms that have an s, yielding,

p(W̃s|C1:K) =N
(
W̃s; µ̃µµ, Σ̃ΣΣ

)
(A.1)

∝ exp
(
−1

2
(W̃s− µ̃µµ)TΣ̃ΣΣ

−1
(W̃s− µ̃µµ)

)
(A.2)

∝ exp
(
−1

2

(
sTW̃T

Σ̃ΣΣ
−1W̃s+2sTW̃T

Σ̃ΣΣ
−1

µ̃µµ

))
(A.3)

As the distribution over scores will be Gaussian, p(s|C1:K) =N (s; µµµ∗,ΣΣΣ∗), one can equate
coefficients to derive the form used in the paper,

p(s|C1:K) =N
(

s;(W̃T
Σ̃ΣΣ
−1W̃)−1W̃T

Σ̃ΣΣ
−1

µ̃µµ , (W̃T
Σ̃ΣΣ
−1W̃)−1

)
(A.4)

Therefore the maximum probability scores will occur at ŝ = (W̃TΣ̃ΣΣ
−1W̃)−1W̃TΣ̃ΣΣ

−1
µ̃µµ , with

a probability of,

p(ŝ|C1:K) =
1

(2π)N/2det
(
(W̃TΣ̃ΣΣ

−1W̃)−1
)1/2 (A.5)

=

√
det(W̃TΣ̃ΣΣ

−1W̃)

(2π)N/2 (A.6)
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For the linear Gaussian, where it is assumed that Σ̃ΣΣ = σ2I, this can be reduced to,

p(ŝ|C1:K) =

√
det(W̃TW̃)

(2πσ2)N/2 (A.7)

A.1.2 Equivalence of Solution with Average Probability

The matrix (W̃TW̃) has an interesting structure that is tightly related with the comparisons.
Let A = W̃TW̃; for any set of selected comparisons, ai j = W̃i ·W̃ j. By noting the sparse
structure of each row W̃i, the diagonal elements of A can be shown to represent the number
of comparisons the element has been involved in, while the off-diagonal elements represent
the number of times each comparison was made,

akk = 1(k = 1)+ ∑
i, j∈C

[
1(i = k)+1( j = k)

]
(A.8)

akm =−1 ·∑
i, j∈C

[
1(i = k)1( j = m)+1(i = m)1( j = k)

]
(A.9)

when considering the full comparison matrix, irrespective of N, the matrix W̃TW̃ will have
the form,

W̃TW̃ =


N −1 −1 . . . −1
−1 N−1 −1 . . . −1
−1 −1 N−1 . . . −1

...
...

... . . . ...
−1 −1 −1 . . . N−1

 (A.10)

and it can be shown that the inverse therefore has form,

(
W̃TW̃

)−1
=


1 1 1 . . . 1
1 1+ 2

N 1+ 1
N . . . 1+ 1

N
1 1+ 1

N 1+ 2
N . . . 1+ 1

N
...

...
... . . . ...

1 1+ 1
N 1+ 1

N . . . 1+ 2
N

 (A.11)

=
N +1

N


1 1 1 . . . 1
1 1 1 . . . 1
1 1 1 . . . 1
...

...
... . . . ...

1 1 1 . . . 1

+
1

2N


−1 −1 −1 . . . −1
−1 1 0 . . . 0
−1 0 1 . . . 0

...
...

... . . . ...
−1 0 0 . . . 1

(A.12)
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We previously demonstrated that linear Gaussian experts yield a solution of the form,

ŝ = α · (W̃TW̃)−1W̃T
µ̃µµ (A.13)

Here, µ̃µµ represents the shifted LLM probabilities for each comparative decision. As a result,
one can observe that W̃Tµ̃µµ corresponds to the sum of probabilities for all comparisons
involving each element (plus a constant). Hence, when the full set of comparisons is used,
the maximum probability solution becomes equivalent to the average probability solution.
This equivalence seems reasonable as when all possible comparisons are made, each text
is compared against every other text, resulting in the same set of opponents for each item.
However when a subset of comparisons are used, the strength of opponents may vary and
the PoE solution (which takes opponent strength into account) may provide a solution that
diverges from the average probability.

A.1.3 Efficient Greedy Comparison Selection

It was shown that given W̃(k) and A(k)=(W̃(k)∗TW̃(k))−1, the next optimal comparison (î, ĵ)
can be calculated as,

î, ĵ = argmax
i, j

A(k)
ii +A(k)

j j −2 ·A(k)
i j (A.14)

Updating W̃(k) is trivial, since considering an additional comparison (i, j) is equivalent to
adding an extra row r ∈ RN to W̃(k), where ri=1, r j=−1 and rl =0 ∀l ̸= i, j. Therefore

W̃(k+1) = [W̃(k);r] (A.15)

However, one can also efficiently update the inverse using the Sherman-Morrison inversion
lemma,

A(k+1) =
(
[W̃(k);r]T[W̃(k);r]

)−1
(A.16)

=
(

W̃(k)TW̃(k)+ rrT
)−1

(A.17)

= A(k)− A(k)rrTA(k)

1+ rTA(k)r
(A.18)
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Note that to initialize W̃, the simplest option would be to use N−1 comparisons and follow
a stripped diagonal matrix, e.g.

W̃ =


1 0 0 0
1 −1 0 0
0 1 −1 0
0 0 1 −1

 (A.19)

A.1.4 Derivation of Bias Parameter

A simple approach is to introduce a bias parameter γ that shifts the experts such that,
pγ(si− s j|pi j) = p(si−s j− γ|pi j). The value of γ can be determined by noting that the
expected score difference between two randomly sampled texts is zero, E[si− s j] = 0,

E[si− s j] =
∫

∞

−∞

(si− s j)p(si− s j)d(si− s j) (A.20)

=
∫ 1

0

∫
∞

−∞

(si− s j)pγ(si− s j|pi j)p(pi j)d(si− s j)d pi j (A.21)

=
∫ 1

0
p(pi j)

(∫
∞

−∞

(si− s j)pγ(si− s j|pi j)d(si− s j)

)
d pi j (A.22)

=
∫ 1

0
p(pi j) ·E[si− s j|pi j,γ ] d pi j (A.23)

Where p(pi j) denotes the distribution of the LLM comparative probability values from the
LLM judge. For the linear Gaussian, N

(
si−s j;α ·(pi j−β ),σ2), setting γ is equivalent to

setting the β parameter. The mean of the expert is fµ(pi j) = α ·(pi j−β ), and therefore,

E[si− s j] =
∫ 1

0
p(pi j) ·E[si− s j|pi j,γ ] d pi j (A.24)

=
∫ 1

0
p(pi j) ·α ·(pi j−β ) d pi j (A.25)

= α

((∫ 1

0
pi j p(pi j) d pi j

)
−β

)
(A.26)

Which setting to zero yields β = E[pi j] ≈ 1
K ∑

K
k=1 p(k)i j , i.e. β should be set to the average

LLM comparative probability. For the Bradley-Terry model, it can be shown that fµ(pi j) =

−π·cot(π pi j). This value tends to infinity when pi j approaches either 0 or 1, which will yield
unstable estimates for γ . Therefore, for experts that are unstable, or for which the expectation
is analytically intractable, one can instead ensure the mode of the skill difference likelihood
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is set to 0 when the skill difference is 0. Differentiating the expected score difference yields,

∂

∂γ
E[logpγ(si− s j)] (A.27)

=
∂

∂γ

∫ 1

0
logpγ(si− s j|pi j)p(pi j)d pi j (A.28)

=
∫ 1

0
p(pi j)

∂

∂γ

(
logpγ(si− s j|pi j)

)
d pi j (A.29)

The probabilistic Bradley-Terry accounting for bias has form,

pγ(si− s j|pi j) =
1

Zi j
· epi j·(si−s j−γ)

1+ e(si−s j−γ)
(A.30)

which when differentiated yields,

∂

∂γ
logp(si− s j|pi j) (A.31)

=
∂

∂γ

(
pi j · (si− s j− γ)− log(1+ esi−s j−γ)

)
(A.32)

=− pi j +
esi−s j−γ

1+ esi−s j−γ
(A.33)

Evaluating the integral at si− s j = 0,

∂

∂γ
E[logpγ(si− s j)]

∣∣∣∣
si−s j=0

(A.34)

=
∫ 1

0
pLM(pi j)

(
−pi j +

e−γ

1+ e−γ

)
d pi j (A.35)

setting to zero yields, γ =−1·log
(

E[pi j]
1+E[pi j]

)
=−logit(E[pi j])≈ logit

(
1
K ∑

K
k=1 p(k)i j

)
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